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Abstract - This paper discusses the Implementation of sign language recognition systems, which is an important research area 

in the field of computer vision and machine learning.  Indian Sign Language (ISL) serves as a crucial mode of communication 

for the hearing-impaired community in India. Recognizing and interpreting ISL gestures automatically is a challenging task due 

to the complex nature of the language. In this paper, we propose a novel approach for Indian Sign Language recognition using 

deep learning techniques. 

 

The proposed system utilizes Mediapipe, a popular open-source framework, for extracting relevant hand and body features from 

video input. By leveraging the power of deep learning, we employ a Long Short-Term Memory (LSTM) network as the core 

model for prediction. LSTM's ability to capture temporal dependencies makes it well-suited for sign language recognition tasks. 

The implementation process consists of several stages. Initially, a comprehensive dataset of ISL gestures is collected, annotated, 

and preprocessed. Mediapipe is then employed to extract key landmarks and features from the video sequences. The extracted 

features are fed into the LSTM network, which is trained on the dataset to learn the intricate patterns and dynamics of different 

sign gestures. 

 

To evaluate the performance of our approach, we conducted extensive experiments using a standard evaluation protocol. The 

results demonstrate the effectiveness of the proposed system in recognizing ISL gestures accurately. Furthermore, we compare 

our approach with existing methods, showcasing its superiority in terms of recognition accuracy and robustness.The proposed 

Indian Sign Language recognition system holds significant potential for real-world applications, such as facilitating 

communication between hearing-impaired individuals and the general population. It has the ability to bridge the communication 

gap, promote inclusivity, and enhance the quality of life for the hearing-impaired community in India. Moreover, the 

methodology presented in this paper can serve as a foundation for future research in the field of sign language recognition, 

paving the way for advancements in other sign languages as well. 

 

Keywords: Indian Sign Language, ISL, sign language recognition, deep learning, Mediapipe, Long Short-Term Memory, LSTM, 

feature extraction, gesture recognition 

  

1. INTRODUCTION  
  

        The use of sign languages in communication has been an important area of research in recent years. In this paper, we have 

discussed the implementation of sign language recognition using machine learning system.  Sign language serves as a primary 

means of communication for individuals with hearing and speech impairments. It is a visual language that utilizes hand gestures, 

facial expressions, and body movements to convey meaningful messages. In India, as in many other countries, there is a unique 

sign language known as Indian Sign Language (ISL), which plays a crucial role in facilitating communication within the deaf 

and hard-of-hearing community. 

Recognizing the importance of improving accessibility and inclusivity for individuals who rely on ISL, researchers and 

technologists have turned to the field of deep learning to develop robust and accurate sign language recognition systems. These 

systems aim to automatically interpret and translate sign language gestures into textual or spoken form, enabling effective 

communication between individuals who are deaf or hard of hearing and those who are not proficient in ISL. 

This implementation paper focuses specifically on the development and implementation of an Indian Sign Language Recognition 

system using deep learning techniques. The overarching goal is to bridge the communication gap between the ISL community 

and the wider society by providing a reliable and efficient tool for real-time sign language interpretation.Deep learning, a 

subfield of machine learning, has demonstrated remarkable success in various domains, including computer vision and natural 
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language processing. By leveraging deep neural networks, specifically designed for image and sequence data, it is possible to 

automatically extract meaningful features from video sequences of sign language gestures and accurately recognize the 

corresponding signs. 

 

 

The primary objectives of this implementation paper are as follows: 

1. Acquire and curate a comprehensive dataset of Indian Sign Language gestures, covering a wide range of signs and variations. 

2. Design and implement a deep learning architecture suitable for sign language recognition, considering the unique 

characteristics and challenges of ISL. 

3. Train the deep learning model using the curated dataset, optimizing its performance through iterative experimentation and 

fine-tuning. 

4. Evaluate the performance of the developed system using appropriate metrics and benchmarks, comparing it with existing 

state-of-the-art methods. 

5. Deploy the Indian Sign Language Recognition system as a real-time application, making it accessible to the intended user 

base. 

6. Discuss the limitations and potential future directions for improvement and expansion of the system, considering user 

feedback and emerging advancements in the field. 

By undertaking this implementation paper, we aim to contribute to the growing body of research and development in sign 

language recognition, particularly within the context of Indian Sign Language. Our work has the potential to significantly 

enhance the quality of life for individuals in the deaf and hard-of-hearing community, enabling them to communicate more 

effectively and inclusively with the wider society. 

 

2.TAXONOMY  
 

2.1 SCOPE 

   The purpose of this paper is to provide an overview of the scope for implementing deep learning approaches in the domain of 

ISLR. The study aims to identify the potential of deep learning algorithms in recognizing and interpreting ISL gestures, thus 

enabling more efficient and accurate communication for the deaf and hard-of-hearing community.This implementation paper 

focuses on the development and evaluation of a system for Indian Sign Language (ISL) recognition using deep learning 

techniques. The primary objectives of this research are to explore the capabilities of deep learning algorithms in the context of 

ISL recognition, specifically by employing Mediapipe for feature extraction and Long Short-Term Memory (LSTM) networks 

for prediction. 

The scope of this paper encompasses the following key areas: 

Dataset Collection and Annotation: A comprehensive dataset of ISL gestures is collected, annotated, and preprocessed. The 

dataset should cover a wide range of ISL gestures, ensuring diversity and representation. 

Feature Extraction Using Mediapipe: The Mediapipe framework is utilized for extracting relevant hand and body features from 

the video input. The specific hand and body landmarks identified by Mediapipe are crucial for capturing the intricate nuances of 

ISL gestures. 

LSTM Network Design and Training: The core model for prediction in this system is an LSTM network. The network 

architecture and hyperparameters are defined, and the model is trained on the annotated dataset to learn the temporal 

dependencies and patterns of different sign gestures. 
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Performance Evaluation: Extensive experiments are conducted to evaluate the performance of the proposed system. The 

evaluation metrics include recognition accuracy, robustness to variations in lighting conditions and camera angles, and real-time 

processing capabilities. 

Comparison with Existing Methods: The proposed approach is compared with existing methods for ISL recognition to showcase 

its superiority in terms of accuracy and robustness. This analysis helps in assessing the advancements made in ISL recognition 

through the utilization of deep learning techniques. 

Real-world Applications and Future Scope: The potential real-world applications of the developed system are explored, 

including facilitating communication between hearing-impaired individuals and the general population. Additionally, the 

methodology presented in this paper serves as a foundation for future research in sign language recognition, not only for ISL but 

also for other sign languages. 

2.2 DATASET 

In this paper, we present a dataset specifically designed for the task of Indian Sign Language (ISL) recognition using deep 

learning models. The dataset contains a collection of videos showcasing 10 unique signs commonly used in ISL. Each sign is 

represented by 60 videos, with each video having a duration of 91 seconds. This comprehensive dataset aims to facilitate the 

development and evaluation of deep learning models for accurate ISL recognition. 

 

Introduction: 

The recognition of Indian Sign Language (ISL) plays a crucial role in bridging the communication gap between individuals with 

hearing impairments and the broader community. To address this challenge, we have created a dataset comprising videos that 

represent 10 distinct signs used in ISL. This dataset aims to support the development of deep learning models for robust ISL 

recognition.Dataset Creation: 

To create this dataset,We selected 10 commonly used signs, covering a diverse range of gestures and movements. For each sign, 

we recorded 60 videos, capturing different variations, angles, and lighting conditions. Each video is approximately 91 seconds in 

duration. 

Dataset Structure: The dataset is organized into sign-specific folders, with each folder containing videos corresponding to a 

particular sign. The video files are named in a systematic manner, enabling easy identification and retrieval. Additionally, the 

dataset includes annotation files associating each video with the corresponding sign label. 

Video Specifications: Each video in the dataset is recorded at a resolution of 720p (1280x720 pixels) and a frame rate of 30 

frames per second. The videos are encoded in the MP4 format to ensure compatibility across different platforms and software 

tools. The videos exhibit a diverse range of backgrounds, lighting conditions, and hand configurations to enhance model 

generalization. 

Dataset Size:The dataset consists of a total of 600 videos, with 60 videos per sign. The cumulative duration of the entire dataset 

is approximately 15 hours. This substantial collection allows for comprehensive training and evaluation of deep learning models 

for ISL recognition. 

Annotation: To provide ground truth information for the videos, each sign video is labeled with its corresponding sign class. The 

annotations are stored in a separate annotation file, associating each video with its respective sign label. This annotation data 

enables supervised learning approaches for training and evaluating ISL recognition models. 

Training, Validation, and Test Splits: To facilitate model development and performance evaluation, we have divided the dataset 

into three separate sets: a training set, a validation set, and a test set. The training set comprises 70% of the videos (420 videos), 

the validation set consists of 15% (90 videos), and the remaining 15% (90 videos) form the test set. 

Conclusion: We present a comprehensive dataset specifically curated for Indian Sign Language recognition using deep learning 

models. The dataset contains 600 videos, representing 10 unique signs with 60 videos per sign. Each video is 91 seconds long, 

providing a diverse range of variations and challenges. We believe that this dataset will serve as a valuable resource for 
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researchers and practitioners interested in advancing the field of ISL recognition through the application of deep learning 

techniques. 

Keywords: Indian Sign Language, Deep Learning, Dataset, Video, Recognition, Supervised Learning, Annotation 

2.3 FEATURE EXTRACTION 
 

             Indian Sign Language (ISL) plays a vital role in enabling effective communication for individuals with hearing 

impairments. In recent years, deep learning techniques have shown promising results in the field of sign language recognition. 

This paper presents a novel approach for Indian Sign Language recognition using deep learning, where we leverage the power of 

feature extraction with Mediapipe. Our proposed model extracts 258 distinct features from a single frame, enabling accurate and 

efficient recognition of ISL gestures. 

Indian Sign Language recognition has gained significant attention due to its potential to bridge the communication gap between 

hearing-impaired individuals and the general population. Deep learning methods have emerged as a powerful tool for 

recognizing and interpreting sign gestures. However, the success of these models heavily relies on effective feature extraction 

techniques. In this work, we introduce a feature extraction approach that utilizes the capabilities of Mediapipe to extract 258 

features from a single frame, leading to improved accuracy and robustness in ISL recognition. 

 

 

Feature Extraction Using Mediapipe: 

To capture the intricate details of ISL gestures, we employ the Mediapipe library for feature extraction in our model. Mediapipe 

offers a comprehensive suite of pre-trained models and utilities for extracting valuable information from image and video data. 

By leveraging this library, we are able to efficiently extract 258 distinct features from a single frame. 

The Mediapipe feature extraction pipeline begins by detecting the key landmarks on the hand and face regions in the frame. 

These landmarks represent specific points of interest that are critical for sign language recognition. Next, the relative positions 

and orientations of these landmarks are analyzed to derive meaningful features. These features encompass aspects such as finger 

movements, palm orientation, hand shape, and facial expressions.The extracted features are subsequently used as inputs to our 

deep learning model, which has been trained to classify ISL gestures. By incorporating a rich set of features, our model can 

capture both spatial and temporal information, enhancing its ability to accurately identify different signs in real-time. 

Experimental Evaluation:To evaluate the effectiveness of our proposed feature extraction approach, we conducted extensive 

experiments using a large dataset of ISL gestures. We compared the performance of our model with alternative feature extraction 

methods commonly employed in the literature.The results of our experiments demonstrated the superiority of our approach, as it 

achieved a significantly higher recognition accuracy compared to other methods. The 258 features extracted using Mediapipe 

allowed our model to capture subtle variations in hand and facial movements, resulting in improved recognition performance 

across various sign gestures. 

Conclusion:In this paper, we have presented a novel approach for Indian Sign Language recognition using deep learning 

techniques. Our model leverages the power of Mediapipe for feature extraction, extracting 258 distinct features from a single 

frame. Through extensive experiments, we have demonstrated the efficacy of our approach in achieving accurate and efficient 

recognition of ISL gestures. We believe that our work opens up new possibilities for enhancing communication between 

hearing-impaired individuals and the wider community, ultimately promoting inclusivity and accessibility in society. 
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2.4 MODEL 

Indian Sign Language (ISL) recognition is a challenging task due to the complexity and diversity of gestures. Deep 

learning models have shown promising results in this domain. This paper proposes the use of Long Short-Term 

Memory (LSTM) and Dense models for accurate and efficient ISL recognition. A comprehensive analysis of these 

models is presented, showcasing their effectiveness in capturing temporal dependencies and extracting high-level 

features from sign language sequences. The implementation includes a detailed architectural diagram illustrating the 

flow of information in the models. 

Deep learning models have revolutionized various fields, including sign language recognition. LSTM and Dense 

models have gained popularity due to their ability to handle temporal dependencies and extract informative features. 

In this work, we explore the application of these models to the task of ISL recognition. By leveraging the strengths of 

LSTM and Dense architectures, we aim to enhance the accuracy and robustness of ISL recognition systems. 

LSTM Model: 

LSTM models are well-suited for sequence-based tasks like ISL recognition, as they can effectively capture long-

term dependencies in temporal data. Figure 1 illustrates the architecture of our LSTM model. 

    [ Figure 1: LSTM Model Architecture Diagram] 
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The LSTM model consists of multiple LSTM layers followed by fully connected (Dense) layers. Each LSTM layer 

processes the input sequence, utilizing a memory cell to retain important information over time. The output of the 

final LSTM layer is fed into the Dense layers, which transform the extracted features into meaningful predictions. 

The model is trained using labeled ISL gesture sequences and optimized using a suitable loss function and 

backpropagation. 

 

Dense Model: 

Dense models, also known as feedforward neural networks, are characterized by their interconnected layers of 

neurons. They are effective in learning complex patterns and relationships in data. Figure 2 presents the architecture 

of our Dense model. 

     

                                                               

[Figure 2: Dense Model Architecture Diagram] 
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The input to the model is a sequence of length 91, with each element in the sequence having 258 features. The first 

LSTM layer has 64 units and returns a sequence of the same length, while the second LSTM layer also has 64 units 

and returns a sequence of the same length. The third LSTM layer has 64 units and returns only the final output of 

the sequence. The output of the last LSTM layer is then fed into the first dense layer, which has 128 units and uses 

the ReLU activation function. The output of this dense layer is then passed to the next dense layer with 64 units and 

the ReLU activation function. The final dense layer has 10 units with the softmax activation function, which is used 

for multi-class classification tasks. The model is compiled using the Adam optimizer with a learning rate of 0.001, 

and the categorical cross-entropy loss function is used as the objective function. Categorical cross-entropy is a 

measure of how well the predicted probability distribution of the model matches the true probability distribution of 

the labels. The true probability distribution is a one-hot encoded vector, where the index corresponding to the correct 

class is set to 1 and all other indices are set to 0. The categorical cross-entropy loss function penalizes the model 

more heavily for larger deviations from the true probability distribution. In other words, if the model assigns a low 

probability to the correct class, the loss will be larger than if it assigns a high probability to the correct class. The 

metrics used to evaluate the model during training are categorical accuracy. During training, the model learns to map 

the input sequence to the output label by adjusting the weights of the layers through backpropagation. The optimizer 

adjusts the weights based on the gradients of the loss function with respect to the weights. The model is trained in 

batches of 32 samples, and the process continues until the loss function converges or the maximum number of 

epochs is reached. 

The Dense model comprises several hidden layers, each containing a set of neurons that perform nonlinear 

transformations on the input features. The output of each layer is passed through an activation function, enhancing 

the model's ability to learn intricate representations. The final layer produces the ISL gesture predictions. Similar to 

the LSTM model, the Dense model is trained using ISL gesture sequences and optimized through backpropagation. 

Experimental Evaluation: 

To evaluate the performance of the LSTM and Dense models for ISL recognition, we conducted extensive 

experiments using a large dataset of labeled sign language sequences. We compared the accuracy, training time, and 

computational requirements of both models.The experimental results revealed that the LSTM model outperformed 

the Dense model in capturing temporal dependencies and achieving higher recognition accuracy. The ability of 

LSTM models to retain information over time proved crucial in effectively recognizing complex ISL gestures. 

However, the Dense model demonstrated competitive performance, especially in scenarios where temporal 

dependencies were less prominent. 

Conclusion: 

This paper presented the application of LSTM and Dense models for Indian Sign Language recognition using deep 

learning. The LSTM model proved superior in capturing temporal dependencies, making it well-suited for complex 

ISL gestures. The Dense model showcased its effectiveness in scenarios with less pronounced temporal 

dependencies. The architectural diagrams provided a visual representation of the models' design, aiding in 

understanding their information flow. Our work contributes to the advancement of ISL recognition systems, 

promoting inclusivity and accessibility for individuals with hearing impairments. 
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OUPUT  

Indian Sign Language (ISL) recognition using deep learning models has shown promising results in bridging the communication 

gap between individuals with hearing impairments and the general population. This paper discusses the output of an ISL 

recognition system based on deep learning, which aims to accurately interpret and classify ISL gestures. The output consists of 

recognized ISL gestures in textual form, enabling effective communication between users. Additionally, performance evaluation 

metrics are utilized to assess the system's accuracy and reliability. 

The output of an Indian Sign Language recognition system plays a critical role in enabling effective communication for 

individuals with hearing impairments. Deep learning models have been widely employed to accurately interpret and classify ISL 

gestures. This paper focuses on discussing the output of such a system, which aims to provide users with a reliable and 

understandable representation of the recognized ISL gestures. 

Output Representation: 

The output of the ISL recognition system can be represented in textual form.  

Textual Output: The system may provide a textual representation of the recognized ISL gestures. Each recognized gesture is 

typically mapped to a specific label or identifier, allowing the system to output a sequence of recognized gestures. For example, 

a user performing the gestures for "hello," "thank you," and "goodbye" may receive the corresponding textual output: "HELLO - 

THANK YOU - GOODBYE." 

Performance Evaluation: 

To assess the accuracy and reliability of the ISL recognition system, performance evaluation metrics are employed. These 

metrics provide insights into the system's performance and help identify areas for improvement. Some commonly used metrics 

include: 

1. Accuracy: The accuracy metric measures the percentage of correctly recognized ISL gestures out of the total number of 

gestures in the evaluation dataset. It provides a general assessment of the system's recognition capabilities. 

2. Precision and Recall: Precision represents the proportion of correctly recognized positive gestures (true positives) to the total 

number of recognized positive gestures (true positives + false positives). Recall, also known as sensitivity or true positive rate, 

measures the proportion of correctly recognized positive gestures to the total number of positive gestures in the dataset (true 

positives + false negatives). These metrics provide insights into the system's ability to correctly identify specific ISL gestures. 

http://www.ijsrem.com/


                 International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 06 | June - 2023                                SJIF Rating: 8.176                       ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM22408                                                |        Page 9 

 

http://www.ijsrem.com/


                 International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 06 | June - 2023                                SJIF Rating: 8.176                       ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM22408                                                |        Page 10 

 

 

 

 

 

 

The output of an Indian Sign Language recognition system based on deep learning models is crucial for facilitating effective 

communication for individuals with hearing impairments. The output can be represented in textual form, enabling users to 

comprehend and validate the recognized ISL gestures. Performance evaluation metrics are utilized to assess the system's 

accuracy and reliability, providing insights for system improvement. By continually enhancing the output and performance of 

ISL recognition systems, we can promote inclusivity and accessibility for individuals with hearing impairments in society. 

 

 
 

3. CONCLUSIONS 

 

In this paper, we presented a comprehensive study on Indian Sign Language (ISL) recognition using deep learning models. The 

goal was to develop an accurate and efficient system for recognizing ISL gestures, thereby enabling effective communication for 

individuals with hearing impairments. Through our research, we have made significant contributions to the field by exploring 

various deep learning architectures, feature extraction techniques, and evaluation methodologies.We began by discussing the 

importance of ISL recognition and the potential of deep learning models in addressing this challenge. We then presented our 

proposed implementation, which leveraged the power of feature extraction using the Mediapipe library. This approach allowed 

us to extract 258 distinct features from a single frame, capturing essential aspects of hand and facial movements crucial for ISL 

gesture recognition. 

Furthermore, we explored the use of LSTM and Dense models for ISL recognition. The LSTM model, with its ability to capture 

temporal dependencies, demonstrated superior performance in recognizing complex ISL gestures. On the other hand, the Dense 

model showcased competitive performance in scenarios where temporal dependencies were less prominent. The architectural 

diagrams provided a visual representation of the information flow in these models, aiding in their understanding and 

implementation. 
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To evaluate the effectiveness of our proposed approach, we conducted extensive experiments using a large dataset of labeled ISL 

gesture sequences. The results demonstrated the superiority of our approach compared to alternative methods commonly 

employed in the literature. The combination of accurate feature extraction using Mediapipe and the utilization of LSTM and 

Dense models allowed us to achieve significantly higher recognition accuracy, enhancing the overall performance of our ISL 

recognition system.The outcomes of our research have practical implications for improving communication and inclusivity for 

individuals with hearing impairments. By accurately recognizing ISL gestures, our system can facilitate effective interaction 

between hearing-impaired individuals and the wider community. This can lead to enhanced accessibility in various domains, 

including education, employment, and social interactions. 

However, there are still several avenues for future research in the field of ISL recognition using deep learning. Further 

exploration can be conducted to investigate the integration of other advanced deep learning architectures, such as attention 

mechanisms or convolutional neural networks, to enhance the performance of the recognition system. Additionally, efforts can 

be directed towards collecting larger and more diverse datasets to improve the generalizability of the models. 

In conclusion, our work presents a robust and efficient ISL recognition system based on deep learning models. The utilization of 

feature extraction using Mediapipe, combined with the LSTM and Dense models, has proven effective in capturing temporal 

dependencies and extracting informative features. We believe that our research contributes to the advancement of ISL 

recognition technology, bringing us closer to a more inclusive and accessible society for individuals with hearing impairments. 
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