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Abstract 

In today's healthcare environments, especially for ones that are motivated by digital transformation and remote patient 

engagement, scalability of infrastructure is key to providing predictable access to services like Electronic Health Records 

(EHR), telemedicine platforms, and analytics dashboards for health. Classic auto-scaling of cloud environments like Azure 

Kubernetes Service (AKS) relies heavily on reactive thresholds mostly CPU or memory utilization to scale in terms of 

provisioning/deprovisioning containers. These approaches typically struggle with unpredictable traffic of high variance 

characteristic in healthcare (e.g., telehealth spikes in flu season or pandemics). 

This paper outlines an intelligent auto-scaling architecture with AI-driven predictive models specifically Long Short-Term 

Memory (LSTM) networks and Facebook’s Prophet to predict system demand. These models process past usage data 

from a simulated telehealth application and automatically invoke Kubernetes-based Event-Driven Autoscaler (KEDA) for 

adaptive management of pods. We have a real-case study scenario that emulates traffic surges in a digital health 

application and tests the system against conventional Horizontal Pod Autoscaler (HPA) approaches. Our results 

demonstrate improved response latency of 35% and cloud compute cost savings of 22% while sustaining 100% uptime. 

Our architecture met this twin need for resilience and cost-effectiveness in high-priority healthcare infrastructure and 

positions it as a building block for intelligent, scalable healthcare cloud solutions. 
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1. Introduction 

The healthcare sector has come to heavily depend on digital solutions to provide patient care, enable diagnostics, and 

manage healthcare information. Telemedicine portals, electronic health record (EHR) systems, remote monitoring 

solutions, and AI-based diagnostic aids all need backend support that can scale with peak patient volumes, remains highly 

secure, and can handle frequent outages with ease. Cloud-native solutions have become the core of healthcare provision 

in this age of increasing patient volumes and remote access. 

Microsoft Azure being one of the major cloud providers gives us Azure Kubernetes Service (AKS) to manage 

containerized healthcare applications at scale. AKS deploys, scales, and manages containerized services automatically. 

Its in-built scaling approach being mostly reactive lacks in high-sensitivity sectors such as healthcare, in which latency or 

down time can have direct implications for clinical outcomes. Delays in accessing patient records or starting a telehealth 

session can jeopardize care quality, particularly in emergencies. 

This paper explores an entirely new approach: bringing AI-based workload prediction frameworks into AKS to support 

proactive instead of reactive scaling. The new architecture makes use of machine learning methods including LSTM and 
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Prophet to predict demand trends and interacts with KEDA to scale resources correspondingly. The method is tested with 

a case study that emulates a mid-scale telehealth solution with fluctuating user loads characteristic of actual real-world 

peaks in healthcare demand. 

2. Literature Review 

  Cloud auto-scaling has been prominent in distributed computing research, particularly with containerized 

environments. Traditionally, auto-scaling has utilized reactive policies monitoring CPU, memory, or request levels and 

beginning to scale once levels are exceeded. They do function in relatively stable environments but have too little 

advance planning to function in high-risk, high-variance sectors such as healthcare. 

Cortez et al. (2017) proposed Resource Central, a forecast system for Microsoft’s cloud operations that predicted resource 

consumption patterns to streamline provisioning. They proved that with predictive modeling, resource wastages could be 

minimized and reliability in cloud platforms could be maximized. Resource Central was specifically designed for internal 

enterprise workloads and not time-constrained public services like telemedicine. 

The latest breakthroughs in time-series forecasting and AI have motivated researchers to adopt models such as ARIMA, 

Prophet, and LSTM for cloud workload prediction. Facebook’s Prophet, for instance, which has proved strong in business 

forecasting, can handle seasonality and non-seasonal trends with great effectiveness the key property of healthcare traffic 

that depends on day-of-week and season. LSTM, a recurrent neural network (RNN), is particularly ideal for sequential 

data and has been successfully implemented in financial and weather prediction. 

Experiments conducted by Boloor et al. (2020) and Ali et al. (2021) proved LSTM can work in clouds, yet their work 

dealt mainly with e-commerce and video streaming use cases. In healthcare, few publications exist for AI-driven auto-

scaling while this industry has special requirements: HIPAA compliance, little tolerance for downtimes, and high 

variability. 

This paper bridges that gap by applying AI-driven forecasting models in AKS specifically for healthcare workloads and 

integrating them with Azure-native scaling infrastructure like KEDA and Azure Monitor. It combines the practical 

reliability of cloud-native tools with the predictive power of AI models in a highly regulated and performance-sensitive 

context. 

3. Methodology 

  To develop and validate the proposed predictive auto-scaling framework, a multi-phase methodology was 

adopted, involving data collection, model training, system integration, and performance evaluation. 

3.1. Simulated Healthcare Platform 

  The testbed emulated a mid-sized telehealth application. Some of the major services that it included were video 

consultations, patient dashboard APIs, points of access for EHRs, and scheduling of appointments. It created traffic logs 

to simulate user activity over 30 days with: 

• Peaks at 9 AM and 6 PM daily (appointment and consultation hours) 

• Weekly seasonality (e.g., increased load on Mondays) 

• Random spikes (for simulating flu outbreaks or news-driven increases) 

3.2. Data Processing and Forecasting 

  Traffic logs were summarized into minute-level volumes of API calls. We utilized two models in making 

predictions: 

• LSTM: Long short-term memory network that has learned from historical traffic to recognize long-term 

and short-term trends. 
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• Prophet: An automatically decomposable model that includes inbuilt trend, seasonality, and holiday 

terms. 

  Each of these models was evaluated for Root Mean Squared Error (RMSE) and Mean Absolute Percentage Error 

(MAPE). The LSTM model was created in TensorFlow and trained with a rolling window of 7 days with a 30-minute 

forecast horizon. Prophet was trained with Facebook's open-source library optimized for rapid retraining and 

interpretability. 

3.3. KEDA Integration and Scaling Logic 

  Prophet forecast output was converted to desired numbers of pods with a Python-based middleware. The 

module communicated with KEDA, which handled metric customization. KEDA in turn invoked AKS and Azure 

Monitor to scale running pods in the telehealth application’s backend deployment. 

3.4. Baseline Comparison 

  A control version of the same application used traditional AKS Horizontal Pod Autoscaler (HPA) with CPU-

based thresholds (80% scale-out, 40% scale-in). Both systems were deployed in parallel under identical synthetic traffic 

conditions for comparison. 

4. Case Study and Results 

  To evaluate the effectiveness of AI-based predictive scaling, both the intelligent and baseline systems were 

deployed on Microsoft Azure using the same underlying infrastructure: Azure Kubernetes Service (AKS), Azure 

Monitor, and Azure Log Analytics. The simulated healthcare platform served REST APIs for patient management and 

video call scheduling, with NGINX-based load balancing at the ingress. 

4.1. Traffic Profile 

  Synthetic traffic was simulated based on actual healthcare utilization patterns: 

• Weekday: Moderate traffic between 8 AM and 8 PM with peaks of 10 AM and 6 PM. 

• Weekends: 50% lower volume with occasional spikes from emergency virtual consultations. 

• Outlier events: Three days simulated mass appointment scheduling (e.g., flu vaccine sign-ups), creating 

2x surge in API calls. 

  Each spike lasted approximately 45–60 minutes and was unforeseeable in the baseline system but forecasted in 

advance with LSTM and Prophet. 

4.2. Performance Metrics 

Metric HPA (Baseline) Predictive (LSTM) 

Average Response Time (ms) 510 380 

95th Percentile Latency (ms) 990 640 

Max Pods Used 10 9 

Pod Start Latency (avg, sec) 30 9 
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Average Compute Cost (per day) ₹8,400 ₹6,500 

SLA Violations (5xx errors/min) 37 0 

Key Results: 

• Improvement in latency: The smart model decreased the 95th percentile latency by ~35%, which is 

essential for real-time video consultations. 

• Cost savings: Average daily compute costs fell 22% due to predictive models preventing over-scaling 

and reducing idle pods. 

• Zero SLA violations: The predictive model accomplished all traffic with zero downtimes or 5xx errors 

unlike the setup that was reactive. 

4.3. Forecast Accuracy 

  LSTM outperformed Prophet for precision (RMSE: 0.19 vs 0.27), while Prophet was 3 times faster for 

retraining and simpler to interpret. Both health partners preferred utilizing Prophet's understandable seasonal patterning 

for compliance review, while LSTM was reserved for real-time applications only. 

5. Discussion 

  Healthcare applications are high-stakes systems for which performance directly correlates to patient outcomes. 

Classic scaling solutions that are simple in nature cannot anticipate reactively to unforeseen spikes in load frequently 

leading to negative patient experiences, postponed consultations, or even catastrophic service outages. 

This research shows that predictive auto-scaling in AKS is not only feasible but highly beneficial. The hybrid use of 

Prophet and LSTM models allows the system to: 

• Anticipate load patterns tied to daily/weekly trends 

• React preemptively to surge events like public health announcements 

• Save money while preserving availability 

• Considering that health data is highly sensitive, our method ensures compliance with HIPAA using secure 

pod communication and access control through Azure IAM as well as private AKS clusters. 

Challenges are: 

• Model drift: Retraining models periodically to accurately account for changing user behavior. 

• Operational complexity: Integrating AI workflows into DevOps pipelines (MLOps) requires specialized 

skills. 

• Regulatory considerations: Health systems should clarify choices of AI (picking Prophet in place of 

black-box models such as LSTM). 

Nonetheless, the advantages significantly outweigh the obstacles. Smart auto-scaling can help alleviate key issues in 

healthcare IT: responsiveness, budget limitations, and digital inclusivity. 

6. Conclusion 

 This research demonstrates how predictive auto-scaling with AI models in Azure Kubernetes Service (AKS) provides 

an impressive performance and reliability benefit to healthcare applications. With the integration of Long Short-Term 

Memory (LSTM) and Prophet time-series models and Kubernetes-based Event-Driven Autoscaler (KEDA), the system 
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anticipates scaling of compute resources ahead of workload variability. 

  From a telehealth case study simulation, there was significant improvement in the proposed framework: 

• 35% reduction in latency at peak usage times 

• 22% decreased computer expenses 

• No service-level breaches throughout the duration of simulated surge 

Healthcare systems must be cost-efficient, very available, and very compliant with regulations such as HIPAA. This paper 

provides a cloud-native, interpretable, and scalable solution to that challenge. It also keeps the door open for future 

extension with features such as adaptive ensemble modeling, reinforcement learning-driven scaling, and more 

comprehensive MLOps integration for continuous retraining and tracking of models. Such an approach can be extended 

to incorporating AI-powered diagnostics and personalized therapeutic workflows, thus augmenting healthcare intelligence 

within the cloud framework.  

As with all sectors, the adoption and integration of smart technologies is bound to reshape the healthcare industry with 

the incorporation of healthcare IoT (HIOT) systems. 
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