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ABSTRACT: 

Because cloud computing offers pay-per-use, scalable, and flexible access to computing resources like servers, storage, and apps, it 

has revolutionized the delivery of digital services. Geographically dispersed data centers are used in this concept to improve service 

delivery and dynamically modify Service Level Agreement (SLA) pricing in response to demand. Nonetheless, efficient resource 

allocation techniques continue to be difficult, particularly when it comes to guaranteeing low latency and quick execution in interactive 

services and real-time applications. Performance degradation brought on by increased data center load can affect expenses and output. 

In order to tackle these difficulties, we created the Intelligent Validation Cloud Broker System (IVCBS). employs a mathematical 

model in line with the fuzzy logic trapezoidal membership function to categorize virtual machine (VM) resources and match them 

with user request sizes. This increases the accuracy of decision-making and decreases fuzzy rules. Eleven different AWS General 

Purpose EC2 specification types were tested in 31 data centers located in different geographies. Two policies—optimize response 

time and dynamically reconfigure load—were used to implement and compare IVCBS with a traditional method. The results 

demonstrated that the IVCBS with optimized response time policy performed better in terms of total VM cost, data center processing, 

and overall response time. By effectively allocating virtual machines (VMs), controlling workload distribution, and avoiding data 

center overload, IVCBS tackles issues with scalability and performance. Maintaining good quality of service (QoS) and energy 

optimization requires reducing the average data center request serving time. 

 

1. INTRODUCTION 

A shared pool of reconfigurable computing resources (such as 

networks, servers, storage, apps, and services) can be made 

widely available, conveniently accessible, and on-demand 

through the use of cloud computing. These resources can be 

quickly provisioned and released with little management work or 

communication between service providers. Three service models, 

four deployment models, and five key features make up this cloud 

model, which encourages availability [1]. The essential 

components of the underlying architecture are available to cloud 

users, including: on-demand self-service, which permits usage 

when desired; resource pooling and virtualization, which 

integrate platforms, applications, and infrastructure; rapid 

elasticity, which permits horizontal scalability with pooled 

resources; measured service charges based on consumption; and 

broad network access, which permits services to be consumed 

from any location [2].  

There are three main categories into which cloud computing 

services fall: Delivery of massive computing resources, including 

processing, storage, and network capacity, is known as 

Infrastructure-as-a-Service (IaaS). There are several application 

program interfaces for cloud applications that Platform-as-a-

Service (PaaS) supports. Some well-known examples are 

Software-as-a-Service (SaaS), Microsoft's Azure Services 

Platform, Google App Engine, and Amazon Web Services, which 

take the place of PC applications.  

When you utilize SaaS, you don't have to install and run any 

specific software on your computer [3]. Because cloud 

computing is dynamic, it is necessary to allocate resources 

efficiently, which can be difficult because of possible resource 

shortages and competing interests between cloud service 

providers (CSPs) and cloud service users (CSUs).  

These issues can be lessened through service level Agreement 

(SLA) talks, which are optimized by the suggested broker-based 

mediation architecture [4]. Cloud brokerage improves the 

availability of services. It is difficult for traditional brokers to 

guarantee service trust and results. By evaluating and confirming 

service trust based on criteria like accuracy, sustainability, and 

reaction time, an intelligent cloud broker gets beyond these 

restrictions. It surpasses conventional approaches in suggesting 

services to cloud customers by integrating customer input and 

mapping services from an electronic collection repository.  

One of the biggest research challenges is choosing the best 

resources to satisfy all kinds of user needs. When ranking these 

facilities, non-functional Quality of Service (QoS) metrics are 

very important. In order to reduce computing costs, this work 

suggests preclassifying resources and handling uncertainties in 

QoS attribute weighting using fuzzy logic [6]. 

Fuzzy-RLVMrB and Fuzzy-MOVMrB are fuzzy logic-based 

optimization algorithms that manage processor, bandwidth, and 

memory resources to balance horizontal and vertical loads among 

physical machines (PMs). In comparison to alternative 

approaches, simulations show that these algorithms perform 

exceptionally well in terms of load balancing and energy 

efficiency [7]. 

Resource-Aware and Performance-Aware In order to minimize 

migration counts and maximize CPU resource efficiency, Virtual 

Machine Selection using Fuzzy in Cloud Environment (PRSF) 

creates a virtual machine selection policy. The PRSF policy 

improves VM selection decision-making by employing the 

Mamdani fuzzy controller, which lowers energy usage and 

migration events [8]. 

Additionally, cloud simulators are available for developing and 

evaluating various cloud applications. These simulators are 

determined by factors such as SLA support, availability, and 

language choice. 

According to the evaluation, CloudSim is the most successful and 

efficient simulator. Concurrently, Cloud Analyst is a simulation 

program that is an extension of CloudSim. One of the biggest 

challenges in the cloud is load balancing, where resources must 

be routed to the appropriate infrastructure in order for the system 

as a whole to function well by allocating the burden effectively. 

Utilizing a cloud analyst tool to conduct a comprehensive 

comparative analysis and three service broker policies, such as 

optimizing response time, compare the average response times of 

the various load shifting procedures, such as Round-Robin, to 

determine which is the best [10]. 
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When allocating resources, stalemates may arise. The existing 

algorithms, including Min-Min and Min-Max, suffer from 

deadlock, starvation, and overhead.  

Some of these shortcomings have been addressed with a 

technique that improves the overall efficiency of the cloud while 

reducing the response time [11]. In order enhance cloud 

computing, the study presents a "Intelligent Cloud Broker 

Validation System" that optimizes Service Level Agreement 

(SLA) ratings based on AWS-EC2 parameters, including 

VCPUs, RAM, storage, and bandwidth. In the end, these 

elements impact user trust and decision-making about SLA 

selections that suit their financial and functional requirements by 

influencing virtual machine (VM) expenses, power consumption, 

and processing times.  

We examined 11 different kinds of AWS-General Purpose EC2 

Instances using actual data from multiple sources. We thought 

about a situation in which one million users with different session 

sizes entered a virtual realm.  

We created a method to categorize and organize virtual 

mechanism resources (VCPU, RAM, Storage, and Bandwidth) 

using MATLAB. Additionally, we categorized user request sizes 

based on virtual machine configurations.  

A mathematical model akin to the Trapezoidal Membership 

Function, which produces classification results directly without 

the need for several fuzzy rules, was used to carry out the 

classification. Poor, Fair, Good, Very Good, and Great are the 

five language factors that we have specified. The effectiveness of 

a decision to validate Broker work is indicated if the 

mathematical model's result equals (1); if it equals (0), the 

decision is eliminated. 

In order to compare the conventional approach with the suggested 

Intelligent Testing Cloud Broker System (IVCBS), user requests 

were dispersed among several data centers spread across six 

geographical regions: North America (R0), South America (R1), 

Europe (R2), Asia Pacific (R3), Africa (R4), and Australia (R5). 

Using Cloud Analyst tools, we created two different broker 

policies: the Dynamic Reconfigure with Load Service Broker 

Policy, which routes requests to data centers in the same regions 

as the users associated with them, and the Optimize Response 

Time Policy, which routes queries from users to any data center 

in any geographic location. 

 

SCOPE OF THE PROJECT 

According to this article, an intelligent cloud broker gets over 

these restrictions by confirming and evaluating service trust 

based on criteria including accuracy, sustainability, and reaction 

time. Internet Analyst is a simulation tool that is simultaneously 

an extension of Cloud. One of the biggest challenges in the world 

of clouds is load shedding, where resources must be routed to the 

appropriate hosts in order for the system as a whole to function 

well by allocating the burden effectively. 

 

OBJECTIVE 

Our project's goal is to demonstrate how a cloud is linked to 

virtual machines. Data storage has been allotted to the virtual 

machine. The data that has been allotted has an internet broking 

space allocation. 

 

EXISTING SYSTEM: 

➢ When tested using Cloud Analyst, COTD performs 

better than current routing algorithms and gives service 

providers effective real-time decision-making.  

➢ To assess the accuracy of the current algorithm, they 

used cloud analysts to run simulations and compared these 

LB algorithms across various service operator settings.  

➢ We were able to compare the performance to the old 

routing policies, particularly the Reconfigure Dynamically 

with Load broker policy, thanks to this configuration. . 

Existing System Disadvantages: 

➢ The COTD technique might not scale well in situations  

➢ where data sharing is time-sensitive.  

 

2. LITERATURE SURVEY 

Broker-based optimization of SLA negotiations in cloud 

computing. 

Author: P. Bharti, R. Ranjan, and B. Prasad. 

Year: 2023. 

The internet of things provides and distributes resources to fluid 

apps that are scheduled to run, either in real-time or in advance. 

This is a difficult undertaking since the Cloud-Service-Providers 

(CSPs) might not always have enough resources to meet the 

Cloud-Service-Users' (CSUs') resource needs. Additionally, the 

CSUs and CSPs may have distinct utilities and competing 

interests. These restrictions can be addressed through Service-

Level-Agreement (SLA) discussions between CSPs and CSUs. 

In order to lower the total expenses for the CSUs and improve the 

utilization of assets for the CSPs, User Agents (UAs) bargain for 

resources on their behalf. In order to maximize the SLA 

negotiating tactics between UAs and CSPs in a cloud context, this 

study suggests a broker-based mediation structure. The suggested 

framework's effects on wish approval, negotiation time, and 

utility are assessed. According to the empirical findings, these 

tactics encourage cooperative negotiation and result in noticeably 

better utility, greater joy, and quicker agreement speeds for each 

party. 

An intelligent cloud broker with service ranking algorithm for 

validation and verification of cloud services in multi-cloud 

environment Author:  R. Nagarajan, P. Vinothiyalakshmi, and R. 

Thirunavukarasu,Year: 2023.   

The use of the cloud provides customers with a wide range of 

services. To help cloud users from various endpoints, service-

centric features are implemented in multi-cloud environments. 

Azure brokerage, which performs better than the efficient use of 

necessary services, is added to the multi-cloud environment to 

increase access to services. When a cloud broker offers services 

to a customer, their main goal is to guarantee the services and 

their results. The limitations of a typical broker's function include 

assessing the validity, trustworthiness, and potential for future 

development of the cloud services under consideration from the 

multi-cloud environment. As a result, an online broker's 

intelligence capability is frequently requested while operating in 

a multicloud context. By examining business trust factors like 

service response time, sustainability, suitability, accuracy, 

transparency, interoperability, availability, reliability, stability, 

cost, throughput, efficiency, and scalability of the cloud services, 

the suggested intelligent cloud broker validates and verifies the 

details of service trust. Prior to making a suggestion the 

customer's input is taken into account while assessing the service 

trust criteria. The Service Ranking (SR) values for the various 

cloud services are determined in this suggested paradigm. 

Furthermore, by mapping its services with the accessible cloud 

services from the Service Collection Repository (SCR), the 

suggested model takes into account the recently arriving services 

during the cloud services validation process. As a result, our 

suggested model performs better when it comes to suggesting 

services to cloud consumers. 

Fuzzy logic and MCDA in IoT resources classification. 

Author: A. Charguéraud. 

Year: 2022.  

The Web of Everything is defined by a large number of Internet-

connected resources, many of which are simultaneously 
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demanding and offering services. A pertinent and current 

research challenge has been the appropriate selection of resources 

that best satisfy the needs of users with a wide range of avenues. 

The ranking of them based on the services they provide is greatly 

influenced by the non-functional QoS factors. Using fuzzy logic 

to handle uncertainty in the specification of ideal weights for QoS 

qualities, this work offers a solution to categorize and choose the 

best resource in response to the client's request. In order to lower 

the computational cost produced by these algorithms, it also 

suggests using intuition into the pre-classification of resources. 

The correctness of the suggested approach in pre-classifying the 

best resources is demonstrated, and the encouraging outcomes 

show that the research is ongoing. 

Enhanced multi objective virtual machine replacement in cloud 

data centers: Combinations of fuzzy logic with reinforcement 

learning and biogeography-based optimization algorithms 

Author: A. Ghasemi, A. Toroghi Haghighat, and A. Keshavarzi. 

Year: 2023.  

The efficiency of cloud data centers (DCs) is impacted by the VM 

replacement process, which involves rearranging virtual PCs 

(VMs) to host machines (HMs). In order to improve performance, 

some study has suggested replacing virtual machines (VMs) 

optimally in relation to competing objectives. The majority of 

these studies compare created solutions using the non-dominance 

method. Since the best solution to the VM swap problem requires 

only one conversion of VMs to HMs, the non-dominance 

approach is undesirable even though it produces results that are 

acceptable. In fact, according to this approach, two solutions are 

seen as adequate unless one executes better than the other across 

all criteria. Additionally, even if a solution performs poorly on 

certain metrics, it may nevertheless be superior. To solve the 

aforementioned issues with the non-dominance method, we 

present two improved multi-objective methods in this paper: 

fuzzy-RLVMrB and fuzzy-MOVMrB. The suggested methods 

seek to balance the processor, bandwidth, and memory loads 

between PMs in a horizontal and vertical manner. Using the 

CloudSim simulator, we ran simulations of every algorithm and 

compared their execution times, energy usage, and vertical and 

horizontal load balancing. According to the simulation results, 

the fuzzy-RLVMrB and fuzzy-MOVMrB algorithms perform 

better than other algorithms when it comes to horizontal and 

vertical load balancing. Furthermore, Fuzzy-RLVMrB uses less 

energy than previous methods. 

Comparative analysis of various simulation tools used in a cloud 

environment for task-resource mapping. 

Author: H. Singh, S. Tyagi, and P. Kumar. 

Year: 2021. 

The IaaS paradigm depends on resource planning to successfully 

execute a variety of client-side applications in a cloud 

environment. It is annoying to conduct extensive research on 

every problem associated with cloud computing in the real world 

since it needs researchers to consider the system structure and 

associated conditions, which may be beyond their control. In 

essence, there is no way to evaluate or even monitor the 

framework's state. Furthermore, it is inconvenient to evaluate the 

methods used by cloud users under different circumstances and 

to ascertain how well service models function at different loads. 

The development of virtual cloud test systems can address these 

problems. Six cloud simulators are examined in this research in 

order to develop and test various cloud applications. With the 

goal to make use of them later. This study evaluates various cloud 

simulators and compares them based on many criteria, such as 

programming languages, availability, backing of SLAs, and so 

on. Ultimately, analysis leads to the conclusion that cloudsim is 

the most effective and efficient simulator available and can be 

used for additional study and investigation. 

 

PROPOSED SYSTEM 

➢ To address some of these issues, a solution has been put 

out that improves the overall efficiency of the cloud while 

cutting down on the response time.  

➢ The Through Service Level Agreement (SLA) 

optimization, the study presents a "Intelligent Cloud 

Operator Validation System" that aims to improve cloud 

computing.  

➢ Classifies virtual machine resources and user request 

sizes according to the suggested SLA in order to effectively 

perform user requests.  

Proposed system advantages: 

➢ Determine the necessary virtual machine size and type 

depending on the request criteria.  

➢ Strike an appropriate equilibrium between cutting costs 

and preserving performance levels. 

 

3. METHODOLOGY 

Even with hybrid clouds, connecting several cloud services is 

essential to improving customer satisfaction and performance. 

The authors proposed a plan to facilitate interoperability and 

migration among different cloud providers. But there isn't a 

complete and realistic plan in this proposal to deal with the 

interoperability issues among cloud service providers. 

1) User Interface Design: 

Even with hybrid clouds, connecting several cloud services is 

essential to improving customer satisfaction and performance. 

The authors proposed a plan to facilitate interoperability and 

migration among different cloud providers. But there isn't a 

comprehensive and realistic plan in this proposal to deal with the 

interoperability issues among the suppliers of cloud services. 

 
 

2) Admin Controller: 

This is the project's first module, and he will be in charge of 

everything as the admin controller. Only the administrator 

manager is able to log in to this module. A cloud account can be 

created by the administrator. The administrator has a virtual 

machine graph in the remote server that shows data usage. 

 
3) Virtual Machine: 

This project's second module is this one. The simulated machine 

in this module needs to be registered and then logged in. The user 

has a data center request from the machine that is virtual. There 

https://ijsrem.com/
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is a storage space auction in the virtual computer. A user demand 

to a file of information is present in the virtual computer. There 

are user details on the virtual computer. The virtual machine is 

designed to meet the needs of a data cloud. 

 
4) Cloud: 

 
This is the third part of this project. To access this module, users 

must first register and then log in. The cloud allows the user to 

request a virtual computer. On the web, however, room for 

storage is up for auction. A virtual machine's details are 

accessible via the cloud. The cloud has goals for storing data. 

 

5) User: 

The user has a password and user ID on file. Details of the user's 

virtual machine are available. Storage on the cloud is part of the 

virtual computer. The user has a data storage device. The 

information is stored in a database. The user has a data download. 

 
 

TECHNIQUE USED OR ALGORITHM USED 

 

 

 

PROPOSED TECHNIQUE USED OR ALGORITHM 

USED: 

Cloud-Analyst with VM costs by requests with suitable SLA 

The intelligent identification of cloud services through a rigorous 

validation method is the main emphasis of the proposed study. 

This validation procedure guarantees that a value of 1 is 

consistently obtained for both resource allocation and customer-

specified size across all categorization method outcomes. The 

study ensures that the classification algorithm's results are correct 

and dependable by upholding this consistent value, which 

improves resource management and service efficiency in cloud 

computing environments. In the context of cloud resource 

management, we compared the suggested Intelligent Validation 

Cloud Distributor System (IVCBS) with conventional random 

allocation techniques. Both strategies were assessed under two 

different policies: dynamic load reconfiguration in response to 

demand and reaction time optimization. 

 

Virtual Machines (VMs): 

➢ Types of VMs: For example, the expenses of small, 

medium, and big virtual machines (VMs) vary. Reliability 

and expense may be impacted by the type of virtual machine 

chosen. 

➢ Pricing Models: Recognize the price structures that 

cloud providers offer, such as reserved instances and pay-as-

you-go. 

1. Requests: 

➢ Request Types: List the different kinds of requests that 

will be handled, such as read, write, and compute. 

➢ Request Rate: Find out how many requests should be 

sent in each second, for example. 

2. Service Level Agreement (SLA): 

Response Time: Establish the fastest possible response time for 

inquiries. 

Steps to Model VM Costs by Requests with SLA in Cloud-

Analyst 

1. Define the Cloud Environment: In Cloud-Analyst, 

configure the cloud environment, including the quantity of data, 

virtual machine kinds, and their settings.  

2. Set Up the Workload: Make a model of the workload that 

replicates the incoming requests. This may entail specifying the 

sorts of requests, arrival rates, and request distribution. 

 

1. Set Up SLAs: 

Specify your application's SLAs. This involves establishing 

availability and reaction time thresholds. You can configure these 

parameters in Cloud-Analyst to assess how well your cloud setup 

performs in comparison to the specified SLAs. 

2. Calculation of Cost:  

•Put in place a cost model that determines the overall cost by 

taking into account the types, numbers, and duration of virtual 

machines that are deployed. This may consist of: 

• Fixed Costs: The price of supplying virtual machines.  

Variable costs are expenses that change according to the quantity 

of requests handled and the resources used.Costs for storage, data 

transport, and any other services can also be taken into account.  

Simulation and Analysis: To examine the effects of various 

settings (such as the quantity and kind of virtual machines) on 

expenses and performance, run sims in Cloud-Analyst.  

• Assess if the system satisfies the specified SLAs under varied 

load scenarios.  

Optimization:  

• Adjust the setup to strike a balance between performance and 

price based on the model's findings. This could entail changing 

the workload allocation, VM kinds, or the quantity of virtual 

https://ijsrem.com/
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machines.  

Reporting:  

• Produce summaries of expenses, SLA compliance, and outcome 

indicators. Making well-informed decisions on cloud 

infrastructure will be aided by this. 

 

  Enhances the understanding of user sentiments and 

experiences related to medications along with the Machine 

Learning algorithms and NLP. 

 Deploys four distinct prototypes for disease prediction. 

  Utilizes advanced prediction algorithms to enhance accuracy. 

  Aims to create a comprehensive global disease prediction 

system. 

  Integrates diverse data sources for a more holistic prediction 

approach 

 

 

SYSTEM ARCHITECTURE: 

 
Fig 4.11: System Architecture 

 

 

RESULTS 

STEP 1:Admin  

→USER ID & PASSWORD: admin 

→Admin login 

 
Fig:8.2.1 Admin Login 

→Cloud Creation→Create Cloud 

 

 
Fig:8.2.2 Create Cloud Creation 

 

 

STEP 2: CLOUD LOGIN 

→Cloud Plan→Add Plan  2 or 3 plans add 

 
Fig:8.2.3 Add 2 or 3 Plans 

 

STEP 3:VM Register 

→Register the virtual machine in details and then login 

 
Fig:8.2.4 VM Registration 

 

 
Fig:8.2.5 Login to Virtual Machine 

→Cloud Request →Available Cloud plans→Select any 1→Add 

Requirement 
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Fig:8.2.6 Click on Cloud Request and Select Cloud Plans 

 

 

STEP 4: CLOUD LOGIN 

→VM Request→Approve 

 
Fig:8.2.7 Cloud Login and VM Request Approve 

 

STEP 5:VM LOGIN 

→cloud Request→Approve Status→Pay 

 
Fig:8.2.8 VM Login and Click on Approval Status 

 

 
Fig:8.2.9 Click on Pay 

→Add Card details→Then pay with card details 

 

 
Fig:8.2.10 Add Card details 

 

 
Fig:8.2.11 Add Card details 

 

 
Fig:8.2.12 View Pending Bills and Click on Pay Now 

 
 

Fig:8.2.13 Payment Updated Successfully 

 

STEP 6: USER REGISTER 

→User Register with a virtual Machine 

 
8.2.14 User Registration 
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STEP 7: VM LOGIN 

→User Request→Approve 

 
8.2.15 Vitual Machine LOGIN 

 

STEP 8:USER LOGIN 

→upload Data 

 
Fig:8.2.16 User Login and Browse the File 

 

 
Fig:8.2.16 File Stored Successfully 

→Download Data 

 

 
Fig:8.2.17 Download Data 

 

STEP 9:CLOUD LOGIN 

→Space Auction →Upload  

Space    Price          Message 

100Mb  300Rs/Mb     Auction 

 
Fig:8.2.18 Click on Space Auction 

 

 
Fig:8.2.18 Cloud Space Auction Sent Successfully 

 

STEP 10: VIRTUAL MACHINE LOGIN 

→Space Auction →Auction 

 
Fig:8.2.19 Virtual Machine Login 

 

 
Fig:8.2.20 Auction Items and bidding Price 
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STEP 11: CLOUD LOGIN 

→Vm Space Auction→Online Auction→Sale 

 
Fig:8.2.21 Create New Auction 

 

 
Fig:8.2.21 Cloud Space Auction Sent Successfully 

 

STEP 12: VM LOGIN 

→Cloud Request→Pay Amount→Approve Status 

 
Fig:8.2.22 Apply a Cloud Plan 

 

 
Fig:8.2.23 Plan Request Sent Successfully 

 

 
Fig:8.2.24 Add Card Details And Click on Pay 

 

 
Fig:8.2.25 Payment Transaction Successful 

 

FUTURE ENHANCEMENTS: 

By taking work size into account, our improved method 

outperforms conventional performance-optimized routing 

methods, leading to faster response and processing times. The 

IVCBS showed notable gains over current response and 

processing time policies when evaluated using the Cloud Analyst 

simulator. The IVCBS's efficacy might be increased by 

implementing a throttled load balancing policy, which would 

demonstrate its capacity to handle future expansions in cloud 

systems while guaranteeing effective and economical user 

request processing in the cloud computing environment. 

 

CONCLUSION 

This study explores important features of cloud computing, 

including lowering costs and processing times for data, 

minimizing the average response time from various geographic 

locations, and optimizing resource consumption during peak and 

off-peak hours. By uniformly allocating workloads in accordance 

with the Service Level Engagement (SLA) guidelines and 

modifying virtual machine (VM) characteristics to fit user 

request sizes, a unique simulation was created to enhance cloud 

computing's response times. This method aims to evenly 

distribute workloads among virtual machines (VMs) to maintain 

balanced system usage and prevent over- or under-utilization by 

taking into account the workloads that are currently and in the 

future as well as the resources that are available on each AWS-

EC2 instance. The Intelligent Validation Cloud Broker System 

(IVCBS) is introduced in a substantial portion of the study. which 

improves the proximity routing policy for choosing a data center 

by taking user request size and virtual machine characteristics 

into account. This change makes it possible to handle variable 

request sizes more effectively, optimize network latency, virtual 

machine (VM) and data transfer expenses, and choose data 

centers with the least amount of latency while taking real-time 

bandwidth, EC2 attribute diversity, and anticipated processing 

times into account. 
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