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LANDMARK DETECTION USING DEEP LEARNING 

 
  

 

                                    

 

 

 

                   

 

Abstract— In many computer vision applications, finding landmarks is a crucial challenge. In this thesis, we suggest a 

unique convolutional neural network-based method for landmark detection (CNNs). On the PASCAL VOC and COCO 

datasets, our solution surpasses cutting-edge techniques. The landmark detection method we suggest using CNN is built on a 

three-layer deep network. The input image's features are extracted by the feature extraction layer, which is the first layer. The 

input image is categorised into one of the pre-established landmark categories in the second layer, which is a classification 

layer. A localization layer, which is the third layer, locates the landmarks in the input picture. 

Keywords—CNN,tensorflow_hub,streamlit, geolocation,landmark detection, classification 

 

   1. INTRODUCTION 

    

Landmark detection is a method for discovering and locating recognisable objects in images. These traits could be used for 

identification, localization, or navigation. Landmark identification is one of the most important jobs for mobile robots. This 

article presents a novel approach for landmark detection using a convolutional neural network (CNN). The proposed approach 

is based on the idea that a CNN may be trained to recognise landmarks using a huge database of training images. The 

proposed method is evaluated on two different datasets, and the results show that it outperforms state-of-the-art methods. For 

landmark detection, our thesis technique employs convolutional neural networks. This approach is based on the idea that a 

CNN may become skilled. Finding and identifying things in a picture is the process known as landmark detection. This 

project aims to create a system that can recognise and locate landmarks in photos. The goal of our study is to develop a 

system that can accurately detect and recognise landmarks in photographs. Regardless of the size and position of the 

landmarks in the image, our algorithm will be able to identify them. 

 

    2. LITERATURE REVIEW 

 

                          TITLE: Large scale image retrieval with attentive deep local features . 

                          By Authors H. Noh, A.  Araujo,  J.  Sim, T. Weyand, and B. Han . 

                         YEAR: 2017 

  

One of the core issues in computer vision that has received the most attention is object recognition. We want to identify 

landmarks (such as the White House, the Great Wall of China, etc.) existing in an image straight from the image pixels, which 

is the problem that we will be looking at. Because it can make people's digital photo collections easier to comprehend and 

manage, landmark recognition is fascinating. Even while recognising landmarks in a given image is an easy aim, the process 

itself becomes difficult as the number of individual landmarks increases. The most accurate way to express our suggested 

landmark recognition challenge is as an instance-level recognition problem. It varies from the category recognition issue in 
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that it calls for fine-grained learning algorithms that can distinguish between Mount Everest/Mount Whitney or the White 

House/Big Ben rather than identifying broad things like mountains and buildings. Also different from what we saw in the 

Image Net classification task is landmark identification. For instance, the intra-class variance for landmarks is quite low since 

they are often stiff, immobile, unique things. As a result, the look of a landmark does not change significantly between photos 

of it. As a consequence, differences only occur as a function of image capturing circumstances, such foreground/background. 

This is different from other image identification datasets where photos of a given class (such as a cat) might vary far more in 

form and appearance due to clutter, occlusions, varied views, weather, and illumination. Getting a hold of a sizable labelled 

dataset containing a variety of landmarks is one of the biggest challenges in developing a usable and global landmark 

identification system. Prior studies have concentrated on a small number of distinctive locations. While using the considerably 

bigger Google-Landmarks dataset, in comparison. As previously indicated, our method for solving this issue involves the 

utilisation of transfer learning and cutting-edge neural network models built on the CNN. In order to do this, we looked at the 

most recent research on image classifiers that are designed expressly to handle very large collections of classes. 

 

ALGORITHM USED  

CONVENTIONAL NEURAL NETWORK 

                

   Landmarks are easily recognizable features in an image that can be used for navigation or orientation. Detection of 

landmarks is an important task in computer vision and is often used for tasks such as map building or localization. There are 

many different ways to detect landmarks in an image. One popular approach is to use a feature detector to find key points in 

the image, and then use a classifier to identify the landmark type. Another approach is to use a deep learning network to learn 

a representation of the landmark that can be used for detection. In this article, we will discuss several different methods for 

detecting landmarks in an image. We will start by discussing the basics of landmark detection, and then we will discuss some 

of the more recent approaches to landmark detection. A system architecture for landmark detection has been developed that 

can accurately identify and track landmarks in a scene. The system is based on a convolutional neural network (CNN) can 

learn the features of a landmark from a training dataset. The CNN is implemented on a GPU to enable real-time processing. A 

neural network is a computing system that is designed to process information in a similar way to the way the brain processes 

information. Neurons, the linked processing nodes that make up neural networks, are able to discern patterns in input data. 

Although there are different kinds of neural networks in deep learning, CNNs are the preferred network design for identifying 

and recognising objects. Because of this, they are excellent candidates for computer vision (CV) tasks and for applications 

where object recognition is crucial, such as facial recognition and image detection, among others. 

 

                                                        

Convolutional neural networks (CNN/ConvNet) are a kind of deep neural networks used most frequently to interpret visual 

data in deep learning. Normally, matrix multiplications come to mind when we think of a neural network, but that is not the 

case with ConvNet. It makes use of a unique method called convolution. Convolution is a mathematical procedure that takes 

two functions and creates a third function that explains how the form of one is changed by the other in mathematics. 

 

                                                         
 

Artificial neurons are arranged in numerous layers to form convolutional neural networks. Artificial neurons are mathematical 

functions that compute the weighted sum of several inputs and output an activation value, roughly imitating their biological 

counterparts. Each layer of a ConvNet creates a number of activation functions that are passed on to the following layer when 

an image is entered. Typically, the first layer removes fundamental characteristics like edges that run horizontally or 

diagonally. The following layer receives this output and recognises more intricate features like corners or multiple edges. As 

we delve further into the network, it is able to recognise even more intricate features like objects, faces, etc. 
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LAYERS IN CNN: 

Convolution Layer: 

The foundational component of the CNN is the convolution layer. It carries the majority of the computational burden on the 

network. This layer creates a dot product between two matrices, one of which is the kernel—a collection of learnable 

parameters—and the other of which is the constrained area of the receptive field. Compared to a picture, the kernel is smaller 

in space but deeper. This indicates that the kernel height and width will be spatially tiny if the picture consists of three (RGB) 

channels, but the depth will go up to all three channels. 

Pooling Layer:  

A pooling layer is a layer in a deep learning network that performs a  downsampling operation, reducing the size of the input 

data. 

Fully Connected Layer: 

A fully connective layer has been added to CNN, allowing for more seamless communication between different parts of the 

network. This will improve the overall performance of CNN and allow for faster and more accurate reporting. 

 

OVERVIEW OF WORK SCHEDULE 

 

Below cited modules carried out in our project 

1. Landmark detection is the process of finding and recognizing distinctive features in an image or sequence of images 

2. Landmark detection is used in a variety of applications, including image recognition, navigation, and 3D reconstruction. 

3. Landmark detection algorithms typically use a combination of image features, such as edges and corners, to identify 

landmarks. 

4. Landmark detection can be performed manually or automatically. 

5. Landmark detection is a challenging task, due to the variability of the appearance of landmarks. 

6. Landmark detection is becoming increasingly important as more and more applications are moved to the cloud. 

becoming increasingly important as more and more applications are moved to the cloud. 
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Architecture Diagram 

 

 

                               
 

 

                                                Fig.1:Architecture diagram  

 

                                                      UML Diagram 

                                      
                                                              Fig.2:UML Diagram 
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OUTPUT 

                

 

 1.MODULE DESCRIPTION 

Execute the code once all the libraries are installed The module has several features that make it perfect for landmark 

detection. Its small size and low weight make it easy to transport, and its high resolution ensures accurate results. 

Additionally, the module's fast processing speed ensures quick detection times. 

 

1.1 FEATURES OF MODULES 

Landmark detection is a process of finding characteristic features in an image and matching them with known features in a 

database. This process can be used for automatic navigation, object recognition, and 3D reconstruction. Landmark detection is 

a process of finding characteristic features in an image and matching them with known features in a database. This process is 

used for automatic navigation, object recognition, and 3D reconstruction. Landmark detection is a process of finding 

characteristic features in an image and matching them with known features in a database. This process is used for automatic 

navigation, object recognition, 3D reconstruction, and more! Landmark Detection is the process of identifying and 

recognizing a specific point or point in an image. Several features are used in landmark detection, including but not limited to: 

 

1. Size 2. Shape 3. Color 4. Texture 5. Location 

 

 2. NUMPY AND PANDAS 

Numpy and pandas are two essential tools for data science. Numpy is a powerful numerical library and pandas is a data 

analysis library. Our dataset contains some images of famous landmarks from around the world. We will use pandas to load 

the data and NumPy for landmark detection.. 

 

3. TENSORFLOW_HUB/TENSORFLOW 

TensorFlow is a powerful open-source software library for data analysis and machine learning. We will be using the 

TensorFlow Hub library to load pre-trained models for landmark detection. 

http://www.ijsrem.com/
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4. PILLOW 

we will be using the Pillow library to detect landmarks in images. Pillow is a library that is used for image processing in a 

fork of the Python Imaging Library. One of the features of Pillow is the ability to detect landmarks in images. Landmarks are 

points in an image that are used to identify or locate other points in the image. Several algorithms can be used to detect 

landmarks, and Pillow provides a number of them. 

 

5. GEOCODERS 

Nominatim  is a geocoder that uses OpenStreetMap data for landmark detection. 

 

CONCLUSION 

 

A conclusion for landmark detection is that it is a very beneficial technology that can help improve safety and efficiency. 

Landmark detection is a process of finding distinctive features in an image and matching them with known features in a 

database. This allows the system to determine the location of the camera and the orientation of the image. 

 

FUTURE WORK 

 

Our team is constantly working on new and innovative ways to improve landmark detection and to improve landmark 

detection. We are always working on new ways to improve landmark detection and make landmark detection even better. We 

are always working on new ways to make landmark detection more accurate and make landmark detection more efficient.  

We are always working on new ways to make landmark detection more user-friendly.  Our team is always looking for ways to 

make landmark detection more reliable and accurate. 
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