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Abstract: At the moment, artificial intelligence is causing a flurry once more. Across a range of natural language 

processing tasks, Generative Pre-trained Transformers (GPT) models demonstrate exceptional efficacy. These days, 

a variety of GPT models are frequently employed to increase productivity. Using services based on the GPT 

framework, developers create complex software solutions, graphic departments create art designs, and numerous 

other industries are following suit and incorporating these new toolkits into their operations. But in several fields of 

natural language processing, a straightforward approach is frequently more appropriate and successful than the 

large language models that are currently in use. We choose to examine and contrast the real-world applications of J-

Large, one of the more well-known GPT solutions, with the straightforward rulebased model in this paper.We put it 

into practice. We included these two concepts into a private company's internal information system that focuses on 

customer communication in the gaming sector. The same dataset—a log of verbal exchanges over the previous two 

years in the system in question—was used to train both models.  

I.Introduction 

A collection of Generative Pre-trained Transformer (GPT) models that can provide high-quality natural language 

generation (NLG) has been produced by recent developments in Natural Language Processing (NLP). These 

models identify and understand the innate patterns and structures of language through a transformer architecture 

and intensive pre-training on large text corpora. As we move from GPT-1 to GPT-4, we see significant 

improvements in NLG's quality and capability. Notwithstanding these advancements, GPT models nevertheless 

have drawbacks that call for comparative research outlining their advantages and disadvantages. Even though there 

have been many studies comparing the performance of different GPT models [1], these typically focus on certain 

applications or domains and, because of their high demand, typically require operation via public cloud 

service.Furthermore, large data sets are needed to train these models due to their significant data requirements. 

Furthermore, medium- and small-sized institutions cannot maintain the operational costs of these software 

programs over the long run. These considerations led us to decide to compare the effectiveness of a GPT model and 

a rule-based model in the actual setting of an information system used by a corporate Customer Care (CC) 

department. Through this empirical comparison, we may investigate if GPT models are required for all chatbots or 

whether chatbots may perform particular jobs more efficiently using a different algorithmic concept that requires 

less data for training.In order to validate and compare a GPT model with a rule-based model in actual CC 

situations, we ran an experiment. Our six-month experiment involved a number of duties, such as gathering data 

from the previous two years within the project's host organization. In order to train a customized, fine-tuned model 

on the J-Large platform and our proprietary rules-based model, this approach produced a corpus of 40,344 

question-answer pairs. Employees of the CC department received responses produced by both models during the 

experiment, and they were given the option to select one suitable response or reject both and provide their own 
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response in its place. We next examined the gathered information to ascertain how well both models produced 

appropriate client answers.Our experiment's goal was to ascertain whether both strategies were appropriate for 

realworld use in CC. We sought to comprehend the benefits and drawbacks of the two suggested fixes.  

Given the difficulties in putting into practice a reliable large language model (LLM) like GPT and the associated 

expenses, we aimed to ascertain the degree to which a more straightforward approach, like a rules-based model, 

could completely replace such a system. 

Figure 1 illustrates each step of the experiment, including training, fine-tuning, and model implementation. Section 

III: Materials and Methods provides a detailed description of each step. The prior correspondence between CC 

employees and clients throughout the preceding two years served as the foundation for our work.This served as the 

basis for our two developed models, which we then verified in a commercial company's actual environment.Our 

paper presents a viewpoint on language models in relation to real-world uses in the field of gaming industry 

customer communication. There are now a number of articles that compare LLMs to one another. The purpose of 

our paper is to respond to the query of whether a more straightforward model can take the place of LLMs in real-

world applications. We contrast LLMs with the rule-based model, which is a more straightforward method. The 

outcomes of the actual use of both environments in business settings served as the basis for this comparison. 

The paper is organized as follows. The second section provides a summary of the current status of research on the 

impact of window size and dimension size parameters. The third section describes the spam datasets used in the 

study, along with associated text pre-processing methods and text vectorization models. The fourth section provides 

a summary of the most significant findings. The final section of the article consists of the discussion and 

conclusions. 

 

II.Related Work 

These days, it's common for big businesses to aim to automate seemingly straightforward customer service tasks. 

Customers that frequently call customer lines attempt to obtain the same information, according to multiple 

analyses, and very few of them require a "custom" strategy to successfully satisfy their needs [2]. Whether a student 

is trying to find out when they can submit their application or a postal client is unsure of which service is ideal for 

mailing their parcel, the same formula may be used to apply to a variety of communication channels between an 

individual and any institution. It is well established that developing a technology tool to meet these demands is 

more cost-effective [3] than hiring hundreds of customer service representatives to chat or otherwise interact with 

individuals seeking specialized information.According to 2022 predictions, up to 90% of all customer-bank 
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communications in 2022 will be conducted by chatbots in certain industries, like banking [4]. Neural networks and 

their training for NLG purposes enable all of this. 

A. Transformer Models' General Operation 

Currently, a number of industry leaders generate distinct chat instances for various uses using trained neural 

networks. Regardless of whether it is Wu Dao 2.0, Jurassic-1, or GPT-4, we are still discussing algorithmically 

related solutions. The trained set and extra steps taken before the input is routed to the neural network and the result 

is shown to the user are where they differ most from one another.The term "pre-trained" neural networks refers to 

the fact that these networks were not designed with a particular situation in mind. Nonetheless, the models in 

question belong to the Transformer model group. Google Brain created this neural network design in 2017  

[5].Transformers models employ a self-attention technique that is suitable for comprehending natural language. It 

should be noted that the 2015 introduction of the attention mechanism led to a significant breakthrough and made it 

possible for Google to develop the first models of this kind in the ensuing years, including GPT-1 and BERT. The 

function that determines the likelihood of another word appearing surrounded by others is called attention. 

B. Models of Openai 

Like its numerical predecessors, the most recent GPT-4 transformer model was developed by the research group 

OpenAI and is regarded as the industry standard. The company was established in 2015 and is seen as DeepMind's 

direct rival [6]. Microsoft announced that exclusive GPT-X licensing has been agreed upon [7].Using deep learning, 

the third-generation autoregressive language model GPT-3 generates text that is similar to that of a human. In 

simpler terms, it is a  

computing system that is intended to produce word, code, or other data sequences from a source input known as the 

prompt. It is used, for example, in machine translation to statistically predict word sequences. The language model 

is trained on an unlabeled dataset comprising texts, such as Wikipedia and many other sites, primarily in English 

and a few other languages. These statistical models must be trained with large amounts of data to produce relevant 

results. The first iteration of GPT in 2018 used 110 million learning parameters (i.e., the values a neural network 

tries to optimize during training). A year later, GPT-2 used 1.5 billion of them. GPT-3 used 175 billion parameters. 

Nowadays, GPT-4 uses 170 trillion parameters, which is a significant increase compared to GPT-3.5. This is 

expected to significantly improve the model’s ability to generate coherent and contextually appropriate responses to 

text prompts and its overall language understanding and NLP capabilities [8].The more parameters a model has, the 

more data is needed to train the model. According to the creators, the OpenAI GPT-3 model was trained on 45 TB 

of text data from several sources. Several data sets which are used to train the model are listed in table1. 

 

It is trained on the AI supercomputer in Microsoft's Azure [9]. The anticipated cost of the training was $12 million 

[10]. In addition to chatbots, the chosen method can be used for summarization, grammatical correction, email 

composing, translation, question answering, and many more applications.Based on the given specifications, GPT-3 

wrote an essay that was published in the British publication The Guardian in 2020 [11]. The article was 

sensationalist and the text was altered. Nevertheless, it must be acknowledged that a wave of criticism regarding the 

text's presentation surfaced after the piece was published.The Guardian has come under fire from prominent AI 

experts for deceiving the public. They used terms like "good" and "evil," which are obviously notions that GPT-3 

cannot understand, as examples in the article [12]. 
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C. Beijing Academy of Artificial Intelligence Model 

Wu Dao 2.0, developed by BAAI, is a multimodal AI with 1.75 trillion parameters, making it ten times larger than 

GPT-3. It can handle tasks like NLP, image recognition, and protein structure prediction, using FastMoE for greater 

flexibility. Trained on 4.9 terabytes of data, it is part of a global trend of large-scale AI models developed by 

countries like Russia, France, and Korea. In contrast, Google’s BERT focuses on text-based NLP tasks and has 

evolved into the chatbot Gemini. Wu Dao 2.0 excels in multimodal applications, while BERT specializes in 

language understanding. 

D. Models Based on Rules 

Rule-based models are AI systems that rely on predefined rules to generate responses. When a user’s query matches 

a specific rule, the system provides the corresponding answer. If no match is found, the user is informed that there 

is no response. The primary advantage of rule-based models is their consistency and accuracy, as they always 

follow fixed rules. However, they don't scale well because adding new responses requires manually creating 

additional rules. Google Dialogflow and IBM Watson are popular examples of rule-based systems.Some rule-based 

systems, like retrievalbased chatbots, use a list of predefined sentences and measure the similarity between the 

user's query and the stored sentences. Cosine similarity is commonly used to determine which sentence most 

closely matches the query. The chatbot then responds with the most similar sentence from the list.These models are 

widely used in various fields, including customer service, therapeutic chatbots, and education, to handle frequently 

asked questions. They are also employed in information retrieval systems, where users input specific criteria (like 

cities for travel routes), and the system matches the query with predefined responses. While effective for 

straightforward tasks, rule-based models lack the flexibility and scalability of more advanced machine learning 

models. 

E. Hybrid Models                                                                                                                                 

Because the two previously mentioned approaches—rule-based models and large language models (LLMs)—have 

both substantial benefits and basic disadvantages in various        domains, it has become necessary to combine them 

in order to maximize their strengths and minimize their weaknesses. The use of rule-based/intent-based model 

components to determine context or carry out particular activities, followed by the formatting of the output utilizing 

LLMs to produce syntactically correct responses that mimic human speech, are common characteristics of such 

combinations. 

This approach is employed in many different domains, such as medicine, where Med| Primary AI assistant is 

utilized [35]. The primary purpose of these tools in the designated field is to increase the efficiency of patient 

diagnosis, where an LLM presents the results to the patient after a ruleaugmented AI-powered system that includes 

a rule-based decision system has selected the diagnosis [36]. Although there are many tools available for building 

chatbots [37], RASA is one of the most often used tools for hybrid models. It started out as a platform for building 

rule-based chatbots, but as more advanced LLMs became available that could more accurately mimic human 

responses, the platform was improved to enable the user to integrate LLMs via API [38] 

III.Materials and Methods 

A. Overview  

In this study, the results of two language models with differing algorithmic foundations are empirically compared. 

By establishing comparable settings for both models, we want to achieve a fair comparison and prevent bias in our 

assessment of their performance. We anticipate that this comparison will provide us a more thorough grasp of each 

model's advantages and disadvantages as well as suggestions for future developments. 
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B. Data Preparation                                                                                                                              

Initially, a suitable high-quality dataset had to be extracted. We have determined that, despite the fact that the 

system contained data dating back to 2013, a more pertinent sample would only include the years 2020–2022, 

based on discussions with CC department staff.With this method, we were able to extract 149142 records in total. 

Every record reflects a single exchange between a user and a CC employee of the relevant business. However, we 

used basic pattern matching to eliminate all records that contained words from the given list from the dataset 

because many of them had offensive language or improper formulations.  

C.Model Preparation  

It is clear that the model training step is arguably the most important stage for achieving pertinent findings. Our 

research's findings would be skewed if we made any changes to the aforementioned method between the two 

models. Therefore, even though employing a single strategy might not be the best for performance, we have chosen 

to train both models in a comparable manner. Fairness and comparability between the two models can be 

guaranteed by keeping the training procedure consistent. Although performance optimization may suffer as a result, 

it offers a strong basis for carrying out objective research and producing trustworthy findings.Following the 

guidelines in the documentation guarantees that our dataset is ready and compatible with the refined model derived 

from the J-Large model. By adhering to these rules, we contribute to ensuring that the model operates and is trained 

appropriately for our particular needs. It's interesting to note that the system automatically split the dataset into 500 

test sets. Based on this default behavior, we have implemented the same change in our rule-based model. 

D.Model Integration                                                                                                                            

Through HTTP API calls to external systems that represented the relevant models, both models were integrated into 

the business's CC system for communication with VIP clients. We were constrained by the capabilities offered by 

the corresponding system for the model M2, which was the application instance of the optimized GPT model, in 

both the HTTP request and the HTTP response. The API answer from the M2 model was lengthy and too 

complicated for our requirements [47]. 

 
Consequently, we chose to reduce the HTTP response for model M1, the rule-based model's application instance, to 

a simple JSON format with just one property, "answer," which included the desired answer to the query that was 

sent (fig. 3).We did not have the M1 model using the Flask framework and Python programming language as the 

user and the company's system did not communicate in real-time. The primary cause was that the model was in the 

pickle format, which we also used Python tools to compile during the training stage. 

E.Data Extraction                                                                                                                           

Following the system's integration of the aforementioned application interfaces, training sessions were held to teach 

staff members how to use and communicate with the system. The staff members could use the new feature in a 

number of ways:                                                                                    

1. Select the whole response that the M1 model offers.  

2. Select the complete response that the M2 model offers.  

http://www.ijsrem.com/
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3. Select the response that the M1 model offers and make any necessary modifications.  

4. Select the response that the M2 model offers and make any necessary modifications.  

5. Write a unique response instead of selecting one of the pre-provided solutions.Staff could customize 

responses based on expertise, providing optimal support. All activities were logged during the study from 

September 20, 2022, to January 2, 2023, offering valuable insights into system performance. While staff followed 

consistent guidelines, individual judgment varied in assessing response accuracy, though this did not significantly 

affect the results. The study focused on comparing the M1 and M2 models' performance. Staff were unaware of 

which model provided each response, as the system randomly alternated their order, ensuring an unbiased 

evaluation of accuracy. 

IV.Outcomes 

The M1 and M2 models were deployed in a customer care (CC) environment for 15 weeks, with staff evaluating 

response adequacy and comprehensibility. The majority of M1 responses received a high understanding score (5), 

but it often reused previous human-generated responses. The M2 model, however,peformed better with high 

adequacy and comprehensibility scores (median and upper quartile both 5), indicating it generated clearer and more 

relevant responses.During the study, 57% of responses suggested by the models were not selected by employees, 

who preferred to modify or select alternative responses. Staff rated responses for comprehensibility (with 5 being 

fully understandable) and sufficiency (relevance to the issue). Due to time limits, only selected responses were 

evaluated.While the M2 model was chosen less frequently (7% of the time), its responses were found to be more 

suitable and comprehensible than those from M1, which was selected 36% of the time. The study highlights the 

importance of further evaluation methods, as human assessors only reviewed a subset of responses. 

V.Conclusion  

This research compares GPT models and rule-based models for NLP tasks, focusing on human evaluations and 

automatic metrics. Human evaluation, while subjective and time-intensive, effectively assesses comprehensibility, 

contextual relevance, and naturalness. Automatic metrics provide scalability and complement human 

assessments.Findings show that rule-based models excel in domain-specific tasks, especially when tailored datasets 

are used, making them cost-effective and reliable for structured environments like customer care. However, they 

struggle with complex, unpredictable user inputs. In contrast, GPT models demonstrate superior comprehensibility, 

natural language generation, and contextual adequacy, enhancing user experience in open-ended interactions. Their 

drawbacks include high computational costs and extensive data  

requirements.The study highlights the strengths and limitations of both approaches, emphasizing that model 

selection should align with task complexity, dataset quality, and resource availability.Future research could focus on 

hybrid models that combine the efficiency of rule-based systems with the adaptability and language proficiency of 

GPT models for optimized chatbot performance. 
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