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Abstract: Lip reading is a method for understanding 

words or speech without the use of audio through visual 

interpretation of face, mouth, and lip movement. This 

activity is challenging since different dictions and 

speech articulations are used by different people. Using 

deep learning and other techniques, this research 

validates the usage of machine learning. using neural 

networks to create a system for automatically reading 

lips. Two different CNN architectures were trained on a 

portion of the dataset. On the basis of their ability to 

accurately predict words, the trained lip reading models 

were assessed. A online application for real-time word 

prediction using the top performing model. Keywords: 

lip reading, computer vision, deep learning, 

convolutional neural network, web application, object 

detection. 

 
reasons to identify and anticipate information from the 

speaker when the audio is damaged or not present in the 

video. Given the diversity of languages used worldwide, 

the variations in word diction and relative articulation, 

and phrases. 

 
Developing a computer software that automatically and 

reliably translates spoken words based only on the 

speaker's visible lip movement becomes extremely 

difficult. Even the most skilled lip readers can only 

guess every other word. Consequently, two architectures 

were trained and assessed using the capabilities of 

neural networks and deep learning algorithms. The 

better-performing model was further tweaked to 

increase accuracy based on the evaluation. A web 

application that used the model architecture with overall 

greater accuracy was created to create a real-time lip-

reading system. 

 
1.INTRODUCTION 

 

Even experienced lip readers have found lip reading 

to be troublesome in recent years. There is potential for 

lip reading to be solved utilizing several machine 

learning techniques. An important skill to have is the 

ability to read lips. The potential for improved speech 

recognition in noisy or loud circumstances grows as lip 

reading technology is improved. The advancement of 

hearing aid technologies for those with hearing problems 

would be a notable benefit. Similar to this, a lip reading 

system can be used for speech analysis for security 

 
2. IMPLEMENTATION  

A common multi-layered network contains a class of 

neural network system known as the convolutional 

neural network (CNN). The layers are made up of one 

or more layers connected in a succession of multiple 

connections. The local connection of high dimensional 

datasets, such as those made up of photos and videos, 

can be used by CNN. CNN may be used for speech 

recognition and computer vision thanks to this 

characteristic. Convolutional layer, activation function, 

pooling layer, and fully connected layer are the four key 
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components of a fundamental CNN model. The 

parameters of the convolutional layer are learned from 

the input data using a collection of learning filters. The 

activation function defines the output of one node, 

which is subsequently the input for the following node 

in a non-linear transformation. Neuronal layer. The 

number of parameters and computations in the network 

are decreased in the pooling layer to control over fitting 

by reducing the spatial size of the network. 

Convolutional or pooling layer input volume is used by 

fully connected layer to change the output of the feature 

learning section. Using models like Hidden Markov 

Models and Recurrent Neural Networks (RNN), which 

are less able to adapt to the motion of the image, this 

work analyses the use of temporal sequences. The 

trained models' predicted accuracy suffers as a result. 

CNN's suitability for use in moving subjects with more 

precision is up for discussion, though. 

 
2.1 METHODOLOGY 

 

There are various phases and factors to take into account 

while creating a neural network for lip reading. Here is a 

potential approach: 

 

1.Data gathering: Compile a sizable database of videos 

of speakers speaking in a range of settings, including 

lighting, camera angles, and languages. To take into 

account changes in dialects, facial characteristics, and 

lip motions, it's critical to have a diverse dataset. 

 

2.Pre-processing: Crop the areas near the mouth after 

extracting the frames from the videos and aligning them. 

Use methods like feature extraction, 

 
 

filtering, and normalizing to reduce noise and improve 

the pertinent visual cues. 

 

3.Develop an architectural framework for a neural 

network that can predict spoken words or phonemes 

from preprocessed photos. The design may incorporate 

recurrent layers for temporal modeling, convolutional 

layers for feature extraction, and methods for focusing 

attention on the lip area. 

 
4.Training: To increase the model's precision and 

generalizability, train the neural network using the 

preprocessed dataset and methods such as cross-

validation, regularization, and optimization. Employ a 

loss function that is appropriate for measuring the gap 

between anticipated and ground-truth labels. 

 

5.Evaluation: Using metrics like accuracy, precision, 

recall, and F1-score, assess the lip-reading model's 

performance on a different test set. Analyze the model's 

advantages and disadvantages by contrasting the 

findings with those obtained using current cutting-edge 

techniques. Choose a device or platform that can handle 

real-time video streams and output anticipated text or 

speech when deploying the lip-reading model. Optimize 

the model's size, speed, and energy use using methods 

like transfer learning, pruning, and quantization. 

techniques for drawing attention to the lips. 

 

6.Training: Train the neural network using the pre-

processed dataset and techniques like cross-validation, 

regularization, and optimization to improve the model's 

accuracy and generalizability. Use a loss function that is 

suitable for gauging the 
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difference between predicted and actual label values. 

 

2.2 EVALUATION 

 

Evaluate the lip-reading model's performance on a 

different test set using metrics including accuracy, 

precision, recall, and F1-score. Compare the results with 

those attained using the most recent cutting-edge 

methods to evaluate the model's benefits and drawbacks. 

 

When implementing the lip-reading model, pick a 

device or platform that can process real-time video 

streams and generate predicted text or speech. Use 

techniques like transfer learning, pruning, and 

quantization to optimize the model's size, speed, and 

energy consumption. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig:1 Model architecture  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig:2 Front end web application 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: 3 Frame Generation  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig:4 Haar-classification frame  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig:5 Design of web application 
 

 

3. CONCLUSIONS 

 

In order to develop a web application for automated 

real-time lip reading, this project investigated a number 

of tools and technologies, including object detection 

using the Haar Feature-Based Cascade classifier, 

convolutional neural networks, the Keras neural 

network library, and the Keras JavaScript library. 

Similar to how the EF-3 design 
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underperformed when trained on the dataset, the 

lightweight model architecture performed better. Models 

A1, A2, B, C, and D were constructed on top of the 

lightweight model architecture after each model had 

been reviewed, customized, and improved. Model D had 

the highest accuracy and best performance among the 

taught architectures. In order to associate the model 

weights in the web application, this model was built. 
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