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Abstract 

The subject of 3D object identification (segmentation, detection, and classification) has received much 

research in the areas of computer vision, graphics, and machine learning. Recently, deep learning 

algorithms have surpassed traditional methods for 3D segmentation problems because of their success in 

2D computer vision. As a result, a number of novel methods have been developed and tested on a range 

of gold-standard datasets.In order for the pattern recognition system to correctly identify the item, the 

features must be extracted in a form that is compatible with the chosen identification technique. The 

location from which the features are collected does not matter. Local feature extraction and global feature 

extraction are the two halves of the object recognition approach.This paper provides a comprehensive 

analysis of the most recent advances in deep learning-based 3D object recognition. We review the most 

popular 3D object recognition models and evaluate their salient features. 

Keywords:Deep Learning, Computer Vision, Object Recognition, 3D Objects 

1. Introduction 

 A developing field of computer vision 

research is 3D object recognition. Detection of 

object in a given image is the primary goal of a 

3D object recognition system. Many scholars 

have put a lot of effort into the study of 2D 

object identification. These days, 3D object 

recognition is a hot topic. 3D graphics are 

important in many different applications. Some 

examples include an intelligence surveillance 

system, biometric analysis, the medical field, 

mobile manipulation, and robots. The geometric 

features in 3D photographs (range images) will 

be more distinct than in 2D shots.. 

 Deep learning is a complete approach 

that can find probable features in data without 

the need for manual feature engineering [1,2]. In 

many contexts, it is vital to be able to single out 

instances of objects in 3D sensory input. Three-

dimensional (3D) technologies allow for more 

comprehensive environmental data collection. 

As a result, it is frequently employed in 

industrial detection, Augmented Reality (AR), 

and robotic navigation.  Methods [3,4] for 3D 

object identification can use point clouds to learn 

features directly. For instance, PointNets [3,4] 

may either categorize the whole point cloud or 

predict a semantic class for each individual 

point. Before the development of PointNet [3,4], 

3D point clouds were often flattened into 2D 

images or 3D voxel grids [5,6]. It is efficient in 

finding three-dimensional objects. However, 

PointNet [3,4] and PointNet++ [4] have a fault. 

To solve this problem, we plan on borrowing 

certain ideas from 2D object recognition 
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methods, namely their attention modules.A 

approach based on a Gaussian Mixture Model 

(GMM) was put forth by Guo et al. [5] in which 

attention modules were enhanced by feature 

maps of color and others. To improve the 

properties of the edge information and small 

objects, the attention modules concentrated on 

fascinating places. Using an attention module 

built into a Region Proposal Network (RPN), as 

demonstrated by Fan et al. [6], the detector may 

zero in on specific objects with high fidelity 

while gathering broad contextual information 

with low fidelity. As a consequence of these 

studies, we built attention modules for use in 

object recognition inside 3D point clouds. 

 

2. Related Works 

The preceding 3D object identification 

techniques and associated attention efforts are 

briefly introduced in this part. We categorize our 

evaluations according to three different 

technological approaches: activation functions in 

neural networks, attention modules in object 

identification, and 3D object recognition 

algorithms from point clouds. 

2.1. Three-Dimensional (3D) Object Detection 

from Point Clouds 

Two-dimensional (2D) detection and three-

dimensional (3D) posture estimation are both 

possible because to the use of three-dimensional 

(3D) voxel patterns (3DVPs) [7, 8]. The MV3D 

[9] is a multi-view 3D object detection network. 

Unlike the MV3Ds, Li et al. [10] and Song et al. 

[11] improved accuracy at the expense of a 

significant amount of processing.VoxelNet 

proposed a universal 3D detection network that 

is trainable from end to end and includes feature 

extraction and bounding box prediction[12]. 

With this approach, 3D object identification may 

be performed directly on sparse 3D points, 

successfully capturing 3D shape data. 

 

2.2. Attention Module in Object Detection 

Recently, certain approaches to include attention 

processing have been proposed to enhance CNN 

performance in 2D-based, massive classification 

applications. A Residual Attention Network was 

suggested by Wang et al. [13] and can integrate 

cutting-edge feed-forward network design. This 

network has the ability to continuously gather a 

lot of attention-related data. A Squeeze-and-

Excitation module was presented by Hu et al. 

[14] that explicitly models channel 

interdependencies in order to adaptively adjust 

channel-wise feature responses. The computation 

and speed of this approach have improved. To 

improve accuracy, the Convolutional Block 

Attention Module (CBAM) [16] and the 

Bottleneck Attention Module (BAM) [15] 

introduced spatial attention. For the 

identification of 2D objects, these attention 

models worked well. 

2.3. Activation Function in Neural Network 

Rectified linear units (ReLUs), which have 

been utilized for deep networks for a while 

[17,18], are generally agreed to be simpler to 

train than logistic or tanh units. Le et al.'s 

observation that ReLUs seem improper for 

RNNs [19] was made due to the potential for 

huge output values to erupt out of the 

constrained values. Tanhhas been shown to 

lessen the phenomena of mean shift, according to 

Ang-bo et al. [20]. Li et al. [21] found that the 

tanh function's output may increase the values 

triggered by ReLU units. This motivated  to use 

the 3D object detection network's fusion 

activation mechanism. 

http://www.ijsrem.com/
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We builta unique 3D object detection network 

by combining the attention modules with the 

Frustum architecture [1,2] and the attention 

module [16. In order to improve accuracy, we 

mix the ReLUs and tanh functions in the 

attention module. 

 

Table 1 Deep Learning CNN Architectures 

 

In KITTI detection benchmarks, the results of 

our suggested technique were competitive. 

3. Deep Learning Architectures 

Deep learning architectures serve as an 

important parts of the object detector. These 

networks take featuresout of the model's input 

picture. Here, we've covered a few key backbone 

designs seen in contemporary detectors (Table 

1).Fig. 1 shows a simplified model of these CNN 

networks. 

3.1  AlexNet 

AlexNet [22], a CNN-based architecture to 

categorize the image is introduced by 

Krizhevsky et al., has won the 2012 ImageNet 

competition. Compared to modern models, it 

obtained a much greater accuracy (more than 

26%). Five convolutional and three fully 

connected layers make up AlexNet's eight 

learnable layers.  

3.2. VGG 

Simonyan and Zisserman looked into the 

impact of network depth on accuracy whereas 

AlexNet [22] and its descendants like[23] 

concentrated on reduced receptive window size. 

They suggested VGG [24], which built networks 

with different depths using tiny convolution 

filters.  

 

3.3. GoogLeNet/Inception 

Despite advancements in categorization 

networks' speed and accuracy, their resource-

intensive nature made it unlikely that they would 

be used in practical applications any time soon. 

The cost of processing rises exponentially when 

networks are scaled for improved performance. 

Szegedy et al. in [25] hypothesized that one of 

the main causes was network computation waste. 

Larger models tend to overfit the data since they 

include a lot of parameters. 

3.4. ResNets 

Kaiming He et al. in [26] shown how 

convolutional neural networks' accuracy initially 

reaches saturation before quickly declining. To 

prevent the performance from degrading, they 

suggested using skip connections to the stacked 

convolution layers. Many networks have taken 

inspiration from ResNets, a commonly used 

backbone for classification and detection. 

 

Model Year Layers Parameters(million) 

AlexNet 2012 7 62.4 

VGG - 16 2014 16 6.7 

GoogleNet 2014 22 6.7 

ResNet-50 2015 25.6 70 

http://www.ijsrem.com/
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4. Object detectors - Two stage detectors 

In a two-stage detector, as shown in Fig. 1, 

the area suggestion process is separated into its 

own module. The first step of these models is to 

locate a collection of suggested purchases inside 

a picture, and the second is to categorize and 

localize those concepts. These systems often 

entail two separate processes, which results in 

slower idea generation, more complicated 

designs, and a lack of global context. Using 

dense sampling, one-stage detectors categorize 

and locate semantic items in a single pass. They 

use keypoints and predefined boxes of varied 

sizes and feature ratios to zero in on the location 

of objects. 

 

Figure 1An overview of the structure of several two-stage object detectors  

.

 R-CNN 

Using CNNs to considerably improve detection 

performance was shown in the pioneering 

Region-based Convolutional Neural Network (R-

CNN) research [27]. Using a class-independent 

region proposal module, R-CNN is able to 

convert the detection problem into a 

classification and localization challenge.After 

applying mean subtraction to an input image, this 

modulecreates two thousand object choices. 

They uses selective search to identify areas of 

the picture where there is a better chance of 

discovering an object[28]. The CNN network 

then warps and propagates each of these 

possibilities, extracting a 4096-dimension feature 

vector for each one.R-CNN's multi-stage training 

procedure is challenging. First, a big 

classification dataset is used to pre-train the 

CNN. To fine-tune, we then swap out the 

classification layer with a stochastically 

initialized N+1-way classifier using SGD, with 

N as the classes count[29].  

 

 Although R-CNN introduced a fresh 

approach to object recognition, it was sluggish 

(47 seconds per picture) and costly in terms of 

both time and resources [30]. It took days to 

finish the training procedure for such a small 

sample size, and that was with sharing some of 

the computations. 
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SPP-net 

 Spatial Pyramid Pooling (SPP) layer was 

suggested by He et al. to analyze images with 

any size or aspect ratio[31]. They came to 

understand that a fixed input was only necessary 

for the CNN's completely linked portion. SPP-

net [32] added a pooling layer and placed CNN's 

convolution layers before the area proposal 

module. The method of selective search [33] is 

used to produce potential windows. The ZF-5 

[34] network's convolution layers process the 

input image to generate feature maps. 

 SPP-Net has a much quicker rate of 

accuracy than the R-CNN model. It does not 

distort the subject matter due to input warping. 

However, it also shares some of R-CNN's 

shortcomings, including multistage training, high 

computational costs, and longer training 

durations, since its architecture is comparable to 

that of R-CNN. 

Fast R-CNN 

The need to train several systems independently 

was one of the main problems with R-CNN/SPP-

Net. This was resolved by Fast R-CNN [30] by 

developing a single end-to-end trainable system. 

The network receives a picture and any 

suggested objects as input. The item suggestions 

are mapped to the picture. 

quicker R-CNN 

Fast R-CNN was able to recognize objects in real 

time, but region proposal creation was still much 

slower (2 seconds each picture as opposed to 0.2 

seconds per image). Ren et al. [35] introduced a 

very complex network as a region proposal 

network (RPN) in [36]. There is a numerical 

score assigned to the likelihood of seeing an item 

in each of these windows. Unlike its 

predecessors [37], RPN introduced Anchor 

boxes. 

R-FCN 

Unlike previous two-stage detectors, which used 

resource-intensive approaches on each proposal, 

the Region-based Fully Convolutional Network 

(R-FCN) presented by Dai et al. [38] shared 

practically all computations inside the network. 

Convolutional layers were utilized in place of 

completely linked layers as an alternative. To 

make matters worse for localization purposes, 

the bottom layers of the convolutional network 

are not translation-invariant. The authors propose 

employing score maps that are position-aware to 

resolve the problem. 

Mask R-CNN 

To improve upon Faster R-CNN, Mask R-CNN 

[39] adds a second branch that works in parallel 

to do pixel-level object instance segmentation. 

As a completely interconnected network, the 

branch facilitates effective sub-pixel division 

when applied to the RoIs. It uses the same 

straightforward Faster R-CNN framework as in 

the classification step, but with the addition of a 

mask head and a bounding box regressor head 

for object suggestion. 

Single stage detectors 

YOLO was motivated by the GoogLeNet image 

classification model [40], and uses cascaded 

modules of smaller CNN[41]. Once the model 

has been pre-trained using ImageNet data [42] to 

a high degree of accuracy, it is fine-tuned by 

include fully connected layers and convolution 

with random initialization. 

YOLO outperformed its single stage real time 

competitors by a wide margin. There were, 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                      Volume: 08 Issue: 02 | February - 2024                           SJIF Rating: 8.176                             ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM28558                         |        Page 6 

however, several major problems with it. Its 

primary shortcomings were its inability to 

accommodate a large number of items in a single 

cell and its inability to accurately localize small 

or clustered objects. Later versions of YOLO 

included fixes for these problems. 

SSD 

To date, the only single-stage detector that can 

keep up with contemporary two-stage detectors 

like Faster R-CNN in terms of speed and 

accuracy is the Single Shot MultiBox Detector 

(SSD) [43]. VGG-16 served as the foundation 

for SSD, which also included extra support 

structures to boost speed. These supplementary 

convolution layers are added to the model at the 

very end, and their size is decreased 

progressively. SSD prioritizes the recognition of 

tiny objects early in the network when the image 

properties are not very simplistic, while the 

offsetting of default boxes and aspect ratios is 

handled by the more advanced layers[44]. 

SSD is a training method that, like Multibox[44], 

finds the best jaccard overlap between each 

ground truth box and the default box. 

RetinaNet 

By densely sampling the input image's features, 

RetinaNet [45] predicts objects. It employs two 

related subnets, classification and bounding box 

regressor, as well as the backbone of ResNet 

[26] enhanced by Feature Pyramid Network 

(FPN) [46].  

5. Future trends 

Over the last ten years, object detection has 

made significant advancements. It continues to 

encounter interesting challenges. Most recent 

object recognition models are unscalable since 

they need millions of bounding box annotations 

to train. The ability to train on data that is only 

weakly supervised, such as image-level tagged 

data, might significantly lower these costs. For 

autonomous driving, 3D object identification is a 

very important issue. Although models have 

attained excellent levels of accuracy, any 

deployment of performance below that of a 

person would pose safety issues. 

Conclusion 

While there have been tremendous 

improvements in object detection over the last 

decade, even the best detectors fall well short of 

their full potential. As the number of practical 

uses for mobile and embedded devices grows, so 

too will the need for lightweight models suitable 

for these platforms. Although there has been a 

rise in interest in this area, there are still many 

unanswered questions. We have shown how 

several object detectors improved over time in 

this article. Two-stage detectors are often more 

accurate, but they are too slow to be used in real-

time settings like security or autonomous 

vehicles. However, in recent years, one stage 

detectors have become more quicker and 

similarly accurate as the former. The most 

accurate detector to yet is a transformer-based 

device called the Swin Transformer. We have 

great expectations for more accurate and quicker 

detectors given the present good trend in detector 

accuracy. 
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