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Abstract 

            Cloud computing has a decentralized 

architecture in which virtual machine migration is one 

of the major challenges which affects the network 

performance. To balance the network load, various 

techniques are designed for the virtual machine 

migration. In the previous research work, genetic 

algorithm was proposed for Virtual Machine (VM) 

migration which can balance the network load. The 

genetic algorithm is complex in nature which increases 

the execution time. In this research work, genetic 

algorithm is improved for VM migration which reduces 

the execution time and also space and bandwidth 

utilization. 
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I . Introduction: 

            Cloud Computing is service which provides on-

demand and simple access of the network to several 

servers which provides computing resources like 

applications, storage, networks are in presence for 

other services which cloud provides which we can use 

to gain maximum efficiency. User retrieved data and 

modified data which is stored by client or an 

organization in centralized data called cloud. Cloud is 

a design, where cloud service provider provides 

services to user on demand and this vital feature is 

known as CSP stands for “Cloud Service Provider”.  

            Cloud load balancing is the process of 

distributing workloads and computing resources across 

one or more servers. This kind of distribution ensures 

maximum throughput in minimum response time. The 

workload is segregated among two or more servers, 

hard drives, network interfaces or other computing 

resources, enabling better resource utilization and 

system response time. Thus, for a high traffic website, 

effective use of cloud load balancing can ensure 

business continuity. Cloud computing has a 

decentralized architecture in which virtual machine 

migration is one of the major challenges which affects 

the network performance. To balance the network load, 

various techniques are designed for the virtual machine 

migration. In the previous research work, genetic 

algorithm was proposed for Virtual Machine (VM) 

migration which can balance the network load. The 

genetic algorithm is complex in nature which increases 

the execution time. In this research work, genetic 

algorithm is improved for VM migration which reduces 

the execution time and also space and bandwidth 

utilization. 

II . Literature Review: 

Case 1: 

           Sheetal Karki et al. in 2018 [8] explains that the 

data is stored in a centralized virtual machine called 

cloud and the cloud provider companies are responsible 

to assign the offerings to the end users. The end users 

get entry to the offerings primarily based on their needs 

and are to be paid for what's being served. As the 

number of requests grows so the need for load 

http://www.ijsrem.com/
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balancing arises to maximize the useful resource 

utilization and energy consumption. Threshold and 

Check Pointing algorithm help in task migration when 

the virtual machines get overloaded at the time of 

cloudlet execution. The tasks are migrated from one 

virtual machine to another or can be queued to be 

decided by threshold and check pointing algorithm 

minimizing the processing time, energy and resource 

consumption. 

Case2: 

           Sukhpreet Kaur et al. in 2017 [9] proposed an 

Improved Genetic Algorithm (IGA) for assigning the 

users task to the virtual machines. The agenda of this 

proposed method is to maximize resource utilization 

while maintaining minimized energy consumption and 

reduce the task execution cost. All of the 

responsibilities are assigned to the available VMs in a 

manner such that the weight is balanced by distributing 

the dynamic workload across a couple of virtual 

machines to make certain that no single VM is either 

over applied or underutilized. The graphical 

representation of the simulation shows that the 

Improved Genetic Algorithm is far more efficient than 

the existing Genetic Algorithm in terms of several 

parameters such as energy efficiency and cost and also 

depicts that all the VMs are allocated to the cloudlets in 

Improved Genetic algorithm while in Genetic 

Algorithm some VMs are not allocated to any of the 

Cloudlet. 

Case 3: 

          WANG Bei et al. in 2016 [10] stated a Multi-

Population Genetic Algorithm (MPGA) thinking about 

load balancing is followed for solving the task 

scheduling issues in cloud environment in place of 

Genetic Algorithm to keep away the earlier 

convergence. In order to enlarge the search efficiency, 

the min-min and max-min algorithm are used for the 

populace initialization. Moreover, Metropolis criterion 

is used here to display the offspring so that poor 

individuals can also be accepted with a certain chance, 

then the population diversity can be maintained and the 

local optimum can also be avoided. The simulation 

outcomes show that a higher task scheduling result can 

be carried out through the MPGA-based task 

scheduling algorithm, which means the algorithm can 

realize an effective task scheduling and is more 

appropriate for managing portions of tasks in 

comparison to adaptive genetic algorithm. 

Case 4: 

         Keke Gai et al. in 2015 [12] defines several 

earlier researches that have explored the optimizations 

of on-premise heterogeneous memories. Although, the 

heterogeneous cloud memories are having constraints 

because of the price and overall performance obstacles 

as a result of the hardware distributions and 

manipulative mechanisms. This paper works in this 

problem and proposes a singular technique, cost-aware 

Heterogeneous Cloud Memory Model (CAHCM), 

aiming to offer an excessive-overall performance 

cloud-based heterogeneous memory carrier presenting. 

The main algorithm helping CAHCM is Dynamic data 

Allocation advance (2DA) algorithm that makes use of 

genetic programming to conclude allocations of data at 

the cloud-based memories. Ultimately, we enforce 

experimental reviews to study our proposed model. 

Outcomes of the research have explored that this 

technique is feasible for being a cost-aware cloud-

based solution.  

Case 5: 

       Mayur S. Pilavare et al. in 2015 [13] states that as 

cloud computing is connected via network with servers 

so there are many issues to be solved. Load balancing 

is the crucial issue over the cloud to be addressed. The 

Genetic Algorithm outperforms some existing load 

balancing techniques. By giving the prioritized input to 

the genetic algorithm the response time will be 

decreased and this minimizes the make span of given 

task set. Here the jobs are assumed having same 

priority that may not be the actual case so it can be 

taken for further work and the various selection 

techniques for GA can be changed for better 

performance and crossover and mutation techniques 

can be modified to get better performance. 

 

III . Research Methodology: 

            All the free virtual machines available within 

the system are identified by improved genetic 

algorithm. The availability of free virtual machine is 

checked whenever a new task arrives. The task is 

allocated to the particular virtual machine in case when 

a virtual machine is available. However, in case no 

http://www.ijsrem.com/
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virtual machine is available, the machine whose task 

will be completed at the earliest is assigned the next 

task. Therefore, a proper utilization of all the VMs is 

done and an idle or over utilization condition is avoided 

here. Thus, with respect to cost and energy efficiency, 

the results achieved here are better as compared to other 

existing techniques. 

Following are the various steps of Improved Genetic 

Algorithm: 

1. Initialization:  

The initial populace of candidate solutions is normally 

generated arbitrarily across the search area. However, 

the domain-specific knowledge or other information 

can be easily incorporated. 

 2. Evaluation: As soon as the population is initialized 

or an offspring populace is created, the evaluation of 

the fitness values of the candidate solutions takes place. 

 3. Selection: Those proposed with better fitness values 

are given more copies of the selection and for this 

reason the survival-of-the-fittest mechanism is 

imposed on the candidate solutions. Better selection is 

chosen over the worse one is the idea here and people 

have tried multiple strategies of selection theory to 

accomplish this idea, including stochastic universal 

selection there are others like roulette-wheel selection 

and ranking selection and few uncommon selections 

like tournament selection, these are well described in 

the following report. 

 4. Recombination: Recombination merge the 

components of two or more parental solutions to create 

new, possibly better solutions (i.e. offspring). The 

offspring beneath recombination will not be same to 

any particular parent and will alternatively integrate 

parental developments in a novel manner.  

The process of implementation can be applied in 

following steps: 

 Step1: 

 In the first step, the cloud network is deployed with the 

finite number of virtual machines. 

 Step 2: 

 In the second step, the best virtual machine is selected 

for the cloudlet execution and when the fault occurs in 

the network the next step is executed. 

 Step 3:  

The improved genetic algorithm is executed which 

reassign the task to some other virtual machine when 

the fault occurs and further execution takes place. 

Pseudo code of improved genetic algorithm: Begin 

 Step 1: Get list of all VMs working on all hosts.  

Step 2: Initialize no migration is done.  

Step 3: Get failure rate, resource utilization, and 

execution time of all machines.  

Step 4: Built transition matrix for hosts and VMs. 

Step 5: Loop will execute until all machines on over 

utilized hosts are migrated.  

Step 5.1: For the specific VM that requires migration, 

the current usage of each host is to be calculated 

Step 5.2: The creation history of VM is to be checked.  

Step 5.3: Compare increase in utilization of selected 

hosts with other hosts. 

 Step 5.4: The host for which increase in usage is 

minimum is selected and then loop is ended.  

Step 5.6: Repeat step 5.1 in case the maximum usage 

exceeds upper usage chromosome value. 

 Step 6: Else, the specific host for migration is selected.  

Step 7: return migration List 

 END 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                    Volume: 06 Issue: 07 | July - 2022                         Impact Factor: 7.185                                  ISSN: 2582-3930                                                                                                                                               
 

© 2022, IJSREM      | www.ijsrem.com                DOI: 10.55041/IJSREM15290                                     |        Page 4 
 

 

Fig 1.1 FLOWCHART OF IMPROVED GENETIC 

ALGORITHM 

 

IV . Experimental Results : 

The results are evaluated by comparing the proposed 

and existing techniques in terms of various parameters. 

 

Fig 2: Comparison graph of Response Time 

Figure 2 shows the response time of the improved 

genetic algorithm and proposed enhanced improved 

genetic algorithm compared for the performance 

analysis. The response time of enhanced improved 

genetic algorithm is less as compared to improved 

genetic algorithm. 

 

Fig 3: Comparison graph of Finish Time 

Figure 3 shows the finish time of the improved genetic 

and proposed enhanced improved genetic algorithm 

compared for the performance analysis. The finish time 

of the enhanced improved genetic algorithm is less as 

compared to improved genetic Algorithm. 

 

Fig 4: Comparison graph of Energy Consumption 

Figure 4 shows the energy consumption of the 

improved genetic algorithm and proposed enhanced 

improved genetic algorithm compared for the 

performance analysis. The energy consumption of 

http://www.ijsrem.com/
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enhanced improved genetic algorithm is less as 

compared to improved genetic algorithm. 

 

Fig 5: Comparison graph of Cost 

Figure 5 shows the cost of the improved genetic 

algorithm and enhanced proposed improved genetic 

algorithm compared for the performance analysis. The 

enhanced improved genetic algorithm has less cost as 

compared to improved genetic algorithm. 

Limitations :  

 Following are the various limitations of this research 

work: 

 1. The cloud computing environment is the dynamic 

network due to which load balancing is the general 

problem which affects network performance. In the 

previous study, various techniques are proposed to 

balance network load. The existing techniques for load 

balancing require hardware and software which 

increase system complexity. The technique is required 

which does not need any extra hardware and software 

to network load. 

 2. The techniques which are proposed in existing work 

require extra steps to balance network load. The 

technique needs to be proposed which does not require 

extra steps to balance network load. 

 

V . Conclusion: 

           The cloud computing has the dynamic nature 

and due to which cloud network has various issues like 

security, quality of service and fault occurrence etc. 

The load balancing is the major issue of cloud network 

which reduce its efficiency. The algorithm that is 

imposed on existing work in cases when faults are 

detected to perform virtual machine migration is 

known as enhanced genetic algorithm. This work 

proposed a modification in the improved genetic 

algorithm such that the execution time can be 

minimized. The reliability and speed of the proposed 

algorithm are high due to which the chances that the 

fault will occur are minimized. It is concluded that the 

proposed enhanced improved genetic algorithm shows 

high performance as compared to existing improved 

genetic algorithm for virtual machine migration. 

VI . Future Scope: 

In future, the proposed algorithm can be further merged 

and compared with other algorithms of virtual machine 

migration and optimization can be done by using 

hybrid approach of meta- heuristic algorithm. 

 

 

 

 

VII . References: 

[1] Srinivas.J, K. Venkata Subba Reddy, Dr. A. Moiz 

Qyser, “Cloud Computing Basics”, International 

journal of advanced research in computer and 

communication engineering , 2012, pp. 343-347. 

 [2] Soumya Ray and Ajanta De Sarkar, “Execution 

Analysis of Load Balancing Algorithm in Cloud 

computing Environment”, International Journal on 

Cloud Computing: Services and Architecture 

(IJCCSA), October 2012, Vol.2, No.5. 

 [3] HU Baofang, SUN Xiuli, LI Ying, SUN Hongfeng, 

“An Improved Adaptive Genetic Algorithm in Cloud 

Computing”, 13th International Conference on Parallel 

and Distributed Computing, Applications and 

Technologies, 2012.  

[4] Tushar Desai, Jignesh Prajapati, “A Survey of 

Various Load Balancing Techniques and Challenges in 

Cloud Computing”, International Journal of Scientific 

& Technology Research, November 2013, Volume 2, 

Issue 11. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                    Volume: 06 Issue: 07 | July - 2022                         Impact Factor: 7.185                                  ISSN: 2582-3930                                                                                                                                               
 

© 2022, IJSREM      | www.ijsrem.com                DOI: 10.55041/IJSREM15290                                     |        Page 6 
 

 [5] Punithasurya K, Esther Daniel, Dr. N. A. Vasanthi, 

“A Novel Role Based Cross Domain Access Control 

Scheme for Cloud Storage”, International Journal of 

Advanced Research in Computer Engineering & 

Technology (IJARCET), 2013, Volume 2, Issue 3, 

March 2013, pp 942-946. 

 [6] Vimmi Pandey, “Securing the Cloud Environment 

Using OTP”, International Journal of Scientific 

Research in Computer Science and Engineering, 2013, 

vol-1, Issue-4.  

 

 

http://www.ijsrem.com/

