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ABSTRACT
This research paper presents a comprehensive analysis and prediction of loan sanction amounts using multiple
machine learning models. The dataset includes various customers attributes such as income, expenses, credit score,
and employment type. We preprocess the data, perform exploratory data analysis (EDA) [1], and evaluate the
performance of several regression models, including Linear Regression, Bagging Regressor, Decision Tree Regressor,
and Random Forest Regressor.
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I. INTRODUCTION II. LITERATURE SURVEY

The Prediction models use data mining, The literature on loan amount analysis and prediction
statistical analysis, and probability to forecast encompasses a variety of approaches and
outcomes based on predictors. These models, which methodologies aimed at improving the accuracy and
range from simple linear equations to complex efficiency of loan approval processes [5]. Traditional
neural networks [2], improve over time with more systems have often relied on basic statistical methods
data, enhancing accuracy and reducing decision- and simple linear regression models, which are
making risks and time. In banking, prediction models limited in their ability to handle complex
are crucial for minimizing risk in loan approvals by relationships and diverse data sets. These methods
evaluating parameters such as credit score, income, typically involve straight forward imputation
age, marital status, and gender, there by reducing techniques for missing data, such as mean, median,
defaulters and streamlining the process. Manual loan or mode imputation, which may not adequately
approvals are prone to errors and delays, potentially preserve the data's integrity and predictive power.
leading to financial losses for banks and economic Furthermore, categorical feature encoding in these
instability. The project aims to develop a loan systems is often simplistic, potentially leading to
amount analysis and prediction model to optimize poor model performance.
the approval process [3]. Recent advancements have introduced more

This model seeks to automate the loan sophisticated data  preprocessing  techniques,
approval process, thereby increasing efficiency, including the use of advanced imputation methods
reducing human error, and enhancing overall and robust categorical feature encoding strategies
communication within banking departments. By like label encoding and specific replacements for
employing advanced machine learning algorithms binary features. Visualization tools, such as
such as the Random Forest Regressor, the system heatmaps, are utilized to better understand and
aims to deliver higher accuracy in predicting loan address missing data. The integration of multiple
eligibility and default risk compared to traditional machine learning models, including Linear
methods [4]. The ultimate goal is to provide a quick Regression, Bagging Regressor, Decision Tree
and reliable solution for both applicants and bank Regressor, and Random Forest Regressor, has
emp oyees, ensuring a smoother and more profitable significantly enhanced the predictive accuracy and
operation for financial institutions.! reliability of loan amount predictions.
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Studies have shown that leveraging historical data
and advanced analytics can lead to more precise
predictions and better risk management. Machine
learning models, particularly ensemble methods like
Random Forest, have demonstrated superior
performance over traditional linear regression
models by effectively capturing complex patterns
and interactions within the data. These models also
facilitate automated decision-making processes,
reducing the time and administrative effort required
for loan approvals.

Furthermore, the application of machine learning in
loan prediction systems has enabled more objective
and data-driven decision-making, minimizing human
biases and inconsistencies. The incorporation of a
wide range of data points, such as credit scores,
income, age, marital status, and gender, allows for a
more comprehensive assessment of borrower credit
worthiness [6]. This approach not only improves the
accuracy of loan amount predictions but also
enhances the overall efficiency of the loan approval
process.

Moreover, advanced risk modeling techniques have
been employed to better assess and manage credit
risk, leading to lower default rates and improved
portfolio performance. These techniques enable
lenders to tailor loan offers to individual borrower
profiles, providing personalized and flexible lending
options that better meet borrowers' needs. The
scalability of modern loan prediction systems

ensures they can handle large volumes of
applications and adapt to changing market
conditions.

In conclusion, the literature highlights a significant
shift from traditional, simplistic methods to
advanced machine learning approaches in loan
amount analysis and prediction [7]. These
advancements offer substantial improvements in
accuracy, efficiency, and risk management,
ultimately benefiting both lenders and borrowers by
streamlining the loan approval process and
enhancing financial outcomes.

1. METHODOLOGY

Collection of Data Set

I

Feature Selection Using info Gain of Features

I

Train Model On Training Data Set

I

Test the Model on Testing data Set

I

Result Analysis

Fig: 3.1 Dataset Training & Result Analysis

Collection of Data Set: The dataset is
loaded from a CSV file using
pd.read_csv("classified-data.csv").

Feature Selection Using Info Gain of
Features: Although the program does not
explicitly use Information Gain for feature
selection, it processes and selects relevant

features by handling missing values,
encoding  categorical  variables, and
identifying numerical and categorical
features.

Train Model on Training Data Set: The
data is split into training and testing sets
using train_test_split. Various models are
trained on the training set (X_train, y_train),
including Linear Regression, Bagging
Regressor, Decision Tree Regressor, and
Random Forest Regressor.

Test the Model on Testing Data Set: After
training, the models are tested on the testing
set (X_test) to evaluate their performance.
The program calculates the R"2 score for
each model, which is a measure of how well
the predictions match the actual values in the
testing set.

Result Analysis: The R”2 scores for
different models are printed to compare their
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performance. Visualizations such as Count
plots of predictions are created to analyze
the model's performance.
[ )
IV. TECHNOLOGIES USED
4.1 RANDOM FOREST REGRESSION:

The random forest algorithm is a machine
learning method that creates many decision trees and
combines their results to make a prediction. It works
by taking random samples of the data and picking
random subsets of features to build each tree. This
randomness helps prevent the model from
overfitting, which means it doesn’t get too tailored to
the training data and performs better on new, unseen
data. Random forests are good at handling complex
datasets and can provide insights into which features
are most important for making predictions. Overall,
this method is known for its accuracy and reliability
in predicting outcomes.

J= %37, fi(z)

Formula:
Training Training Training
Data Data PP Data
1 2 n
Training ¢ ¢ ¢
Set Decision Decision Decision
Tree Tree Tree
Voting
Test Set (averaging)
Prediction

Fig 4.1: Flowchart of Random Forest
Algorithm

4.2 DECISION TREE

Decision tree regression is a machine learning
method used for predicting continuous values. It
works by splitting the data into smaller and smaller
groups based on different features, creating a tree-
like structure. At each split, the algorithm chooses
the feature and value that best divide the data to

minimize prediction errors. This process continues
until the groups are small enough or a stopping
condition is met, such as a maximum tree depth. The
final prediction is made by averaging the values in
the leaf nodes of the tree. Decision tree regression is
easy to understand and interpret, making it a popular
choice for various regression tasks.

X dataset

— T

N, features N, features N, features N, features
a. e oA s A a8
b 60 S0 e de8 60 S0 60
TREE #1 TREE #2 TREE #3 TREE #4
} } | }

CLASS C CLASSD CLASS B CLASS C

MAIJORITY VOTING

Fig 4.2: Flowchart of Decision
TreeAlgorithm

4.3 BAGGING REGRESSION

Bagging regression is a machine
learning technique that improves the accuracy
of predictions by combining the results of
multiple regression models. It works by
creating many different subsets of the original
data through random sampling with
replacement. Each subset is used to train a
separate regression model. The final prediction
is made by averaging the predictions from all
these models. This approach reduces errors
and helps prevent overfitting, making the
overall model more robust and reliable.
Bagging is particularly useful when the
individual models are prone to high variance.
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Fig 4.4: Flowchart of Linear Regression Model

4.4 LINEAR REGRESSION

Linear regression is a simple and widely-used
algorithm for predicting a continuous outcome based
on one or more input features. It works by finding
the best-fit line (in the case of one feature) or a hyper
plane (for multiple features) that minimizes the
differences between the predicted and actual values.
The algorithm calculates coefficients for each feature
that indicate their contribution to the outcome. These
coefficients are adjusted during training to reduce
prediction errors. Linear regression is easy to
understand and implement, making it a fundamental
tool in statistics and machine learning for tasks like
forecasting and trend.

V. IMPLEMENTATION

The loan amount analysis and prediction lies in
the advancement and integration of cutting-edge
technologies and methodologies. One potential
avenue is the utilization of big data analytics and
artificial intelligence to process vast amounts of data
from diverse sources, enabling more accurate risk
assessment and  personalized loan  offers.
Additionally, incorporating machine learning
algorithms such as reinforcement learning could
optimize loan approval processes by dynamically
adapting to changing market conditions and
borrower profiles in real-time. Further more, the
application of blockchain technology could enhance
transparency and security in loan transactions,
reducing the risk of fraud and improving trust
between lenders and borrowers. Moreover, with the
y = BO + B.,X + £ increasing popularity of peer-to-peer lending
platforms and digital financial services, there is an
opportunity to develop innovative algorithms and
models tailored to these emerging market segments.
Overall, the future of loan amount analysis and
prediction holds immense potential for leveraging
technology to drive efficiency, inclusivity, and
sustainability in the lending ecosystem.

Formula:
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VL. RESULTS i [5]: df.info()
<class 'pandas.core.frame.DataFrame’ >
RangeIndex: 30880 entries, @ to 29939

1. Load Libraries Data columns (total 24 columns):

#  Column Non-Null Count Dtype
In [1]: import numpy as np 8 Customer ID 30008 non-null object
import pandas as pd 1 MName 30000 non-null object
import matplotlib.pyplat as plt 2 Gender 29247 non-null object
import seaborn as sns 3 Age 30008 non-null  inted
imatplotlib inline 4 Income {USD! . 25424 non-null 'Flcluat54
from sklearn.preprocessing import LabelEncoder 5 Income Stability 28317 non-null object
prep g |J : - 6  Profession 32008 non-null object
from sklearn.Todel_selec’.clon import train_test_split 7 Type of Employment 22730 non-null object
e sdemi Te s ek 8 Location 32008 non-null object
from sklearn.linear_model import LinearRegression 9 Loan Amount Request (USD) 30000 non-null flogted

12 Current Loan Expenses (USD) 29828 non-null floatesd
[P : : : 11 Expense Type 1 38008 non-null object
Fig: 61 Loa_ldlng Libraries . 12 Expense Type 2 39888 non-null object
Data is being processed so that it can be 13 Dependents 27507 non-null floatés
determined how many values are missing from each 14 Credit score 28297 non-null  floates
- . 15 Me. of Defaults 30002 non-null inte4
column. The count of missing values present in the 16 Has Active Credit Card 28434 non-null obfect
non-numerical attributes are processed and computed 17 Property ID 30000 non-null  inté4
: ‘g 18 Property Age 25158 non-null floatéd
using the statistics. 19 Property Type 32008 non-null inté4
2Lcaing e et 28 Property Location 29644 non-null object
B 21 Co-Applicant 38008 non-null inté4
I [ ettt i o) 22 Property Price 38008 non-null floatéd
[31: ¢f head() 23 Loan Sanction Amount (USD)  2966@ non-null floated
Loan ) dtypes: floated(8), inte4(5), object(1l)
LR o L ok RS i of i memor . 5.5
i) y usage: 5.5+ MB
F 5% 193305  Llow  Woking  Saessif Js;;; 20956 . 60944 0 NaN 746 193305 Flg: 63 Identlfying mlSSIng ValUES

Szmi-

M3 4 Low Working NaN Uttan 4583747 8040

Data is being processed so that it can be
R, determined how many values are missing from each
— g _ column. The count of missing values present in the
T non-numerical attributes are processed and computed
using the statistics.

In [15]: df["Gender"].value_counts()

The diagram shows the first five rows of a sl e
pandas DataFrame displaying customer information st s e
related to loan applications. It includes columns like I gy, R, el e e
Customer ID, Name, Gender, Age, Income, Income
Stability, Profession, Type of Employment,
Location, Loan Amount Request, Credit Score,
Number of Defaults, Active Credit Card status,
Property ID, and Property Age. The data contains a
mix of numerical and categorical values, with some
missing entries (NaN). Each row represents a unique
customer's details. The DataFrame is likely used for
analyzing loan eligibility and credit risk. Fig: 6.4 Gender Distribution
A pie chart is a circular analytical chart,
which is divided into region to symbolize numerical
percentage. In this above Pie plot shows the

& 1 siones Sk oogs 53315
F 65 98613  High Pensioner NaN ROT 45RO L B3LNS

F 31 261477 Low  Working

Fig: 6.2 Loading Dataset

Female
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percentage values of male and female customers,
applied for loan. The 50.4% of the male customers
are applied for the loan and 49.6% of female
customers are applied to the loan. According to this
pie plot more number of male customers is applied to
the loan.

In [17]: df["Income Stability"].value counts()

Out[17]: Low 27434
High 2566
Mame: Income Stability, dtype: inté4

In [18]: fig = plt.figure(figsize=(4,4))
sns.countplot(x = 'Income Stability',data = df)
plt.show()

Low High
Income Stability

Fig: 6.5 Income Stability
In Python, we can normally plot bar charts
for numerical variables. But when it comes to the
case of categorical variables then we cannot
normally plot the count for each category. Here
comes Sea born Cat plot in the picture. It allows you
to plot the count of each category for non-
numerical/categorical variables. In this above count
plot says that most of the customers have low-
income stability. And few of customers have high
income stability. This is explored in EDA.

In [19]: df["Profession”].value counts()

t[13]: Korking 16926
Commerciz] sssociste 7862
Pensioner 74
State servant 2386
Unenploed 2

eave
Name: Profession, dtype: inte4

In [26]: fig = plt.Figure(Fi
sns.countplat(x = *
pLt. show()

10
14000
1000

M 10000

g am

an
4000
000

0

Werking Fensoner  Stateservant  Commercal associte  Unemployed Sudent Busressman  Matemiy leave

Fig: 6.6 Professions

In this plot we can says that the more number
of customers are working (16926) are applied for
loan. And some customers are pensioners (2740),
and some customers are Commercial associates
(7962), then some customers are State Servants
(2366), Then finally few number of customers are
Business mans, unemployed, and only 1 Student and
1Maternity leave. This can be explored in this plot.

In [21]: df["Type of Employment"].value_counts()

Out[21]: Laborers 12348
Sales staff 3738
Core staff 3238
Managers 2495
Drivers 1686
Accountants 1379
High skill tech staff 1307
Medicine staff 864
Security staff 579
Cooking staff 566
Private service staff 342
(leaning staff 341
Low-skill Laborers 162
Secretaries 161
Waiters/barmen staff 149
Realty agents 35
IT staff 77
HR staff 72

Name: Type of Employment, dtype: ints4
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In [ fig = it Fgweffgeze{2,5) In this above count plot says that most of the
sns.countplot(x = "Type of Enplopent’,data = df) .
it o) customers are from semi-urban (21563). And few
numbers of customers are from rural (5338) and
- urban (3099). This is explored in EDA.
0! In [25]: df["Expense Type 1"].value_counts()
Em‘ Out[25]: N 19214
Y 18786
w0’ Name: Expense Type 1, dtype: inté4
m In [26]: fig = plt.figure(figsize=(4,4))
, - : i sns.countplot(x = "Expense Type 1°,data = df)
Sl s aborih sl och sl etries Worogers Coserg i (e siaff  Crivers ReatyagentSecrty sPcrunt e serdfdotormeniin e ssaring k-l iR s 1ot pl‘t. show( )

Tt d Ercument

20000

Fig: 6.7 Type of Employment
In this plot we can says that the more number of
laboring customers (12848) are applied for loan. And
some customers are sales staffs (3736), And some

17500

15000

12500

customers are core staffs (3230), then some §1::Z

customers are managers (2495), then finally few co00

number of customers are drivers (1606), accountants 2500

(1379), high skill tech staff (1307), medicine staffs 0

(864), security staffs (579), cooking staffs (566), " epensetpel

private service staffs (342), cleaning staffs (341), Fig: 6.9 Expense Type 1

low-skill laborers (162), secretaries (161), waiters e Expense Type 1: Represents a type of
(149), reality agents (86), IT staffs(77), HR expense that a customer spends on (monthly)
staffs(72). But most numbers of customers are From above plot.

laborers.
In [27]: df["Expense Type 2"].value_counts()

out[27]: ¥ 28138
. . N 9320
In [23]: df["Location™].value_ counts() Name: Expense Type 2, dtype: inté4

Out[23]: Semi-Urban 21563

Rural 5338 In [28]: fig = plt.figure(figsize=(4,4))
Urban . 3ess . sns.countplot(x = 'Expense Type 2°,data = df)
Name: Location, dtype: ints4 plt.shou()
In [24]: |fig = plt.figure(figsize=(4,4)) 20000
sns.countplot(x = 'Location’,data = df)
plt.show() 17500
15000
20000 » 12500
c
g 10000
15000 7500
= 5000
=1
8 10000 2500
0
5000 N Y
Expense Type 2
0 Fig: 6.10: Expense Type 2

Semi-Urban Rural Urban

Location e Expense Type 2: Represents a type of
expense that a customer spends on

Fig: 6.8 Location
g (monthly).
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In [29]: df["Has Active Credit Card™].value_counts()

Active 11337
Inactive 3466
Unpossessed 9197
Name: Has Active Credit Card, dtype: inté4

In [3@8]: fig = plt.figure(figsize=(4,4))
sns.countplot(x = 'Has Active Credit Card’,data = df)
plt.show()

10000

count
g
=

Active Unpossassed Inactive
Has Active Credit Card

Fig 6.11: Has Active Credit Card
It has Active Credit Card it
Represents if a customer has any active
credit cards or not. From the above plot most
of the customers have active credit card
(11337). some customers have inactive
credit card (9466), Further customers are
having unprocessed credit card (9197).But
large amount of customers are have active

credit card. it is explored in this plot.

In [31]: df["Property Location"].value_counts()

Dut[31]: Semi-Urban 12742
Rural 12241
Urban 9216
Name: Property Location, dtype: inte4

In [32]: fig = plt.figure(figsize=(4,4))
sns.countplot(x = 'Property Location',data = df)
plt.show()

10000

ount

2000

Urban Semi-Urban

Property Location

Fig 6.12: Property Location

The Property Location, it means the location
of a property. In this plot the most of the customers
have a property location at semi-urban side places
(10743).Some customers have a property location at
rural side places (10041). Few of customers are
having property location at urban side places (9216).
But most of customers are have property location at
semi-urban side places

Lo Amoust Raquest SD) Cumrent Loan Expenses USD)

Fig: 6.13 Numerical Features Visualization

A histogram is a graphical representation of a
grouped frequency distribution with continuous
classes. It is an area diagram and can be defined as a
set of rectangles with bases along with the intervals
between class boundaries and with areas proportional
to frequencies in the corresponding classes. The
heights of rectangles are proportional to
corresponding frequencies of similar classes and for
different classes; the heights will be proportional to
corresponding frequency densities. In this plot we
plotted the all the numerical values that is
dependents, credit score, no of defaults, property id,
property age, property type, co-applicant, property
price, loan sanction amount (USD).
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In [35]: fig, ax = plt.subplots(figsize=(12,6))
sns.heatmap(df.corr(),annot=True)
plt.shon()

Fig: 6.14 Heat Map

Any heat map is a visual way to present the
researched or predicted data of your interest.
Meaning a heat map it is another form of data
presentation, as are the charts, the data pies and
diagrams. A heat map uses a hot-to-cold color pallet
to show the high-to-low quantitative values of
collected information. In this plot income (USD) and
Current loan expenses (USD), and Loan amount
Request(USD) and Dependents , both are correlated
with a coefficient of around - 0.8 Apart from this,
Credit Score and No of defaults have a correlation

coefficient of around 0.6.
Serial Number ML AlgorithmUsed Accuracy Score
(approx. 4 decimal places)

01 RandomForest Regressor 0.8972234930561769
02 Decision Tree Regressor 0.8938795759789925
03 Bagging Regressor

0.8913270963370292
04 Linear Regression 0.6028958929418774

Fig 5.1: Algorithm Accuracy Comparison of
Loan amount Analysis And Prediction.
Random Forest Regression is known for its

high accuracy in predicting continuous outcomes,
such as loan amounts in a loan prediction system.
Random Forest Regression is an ensemble learning
method that combines multiple decision trees to
make predictions.

VII. CONCLUSION

In conclusion, the loan amount analysis and
prediction process using machine learning,
specifically the random forest algorithm, offers a
robust and reliable method for financial institutions
to assess and forecast loan amounts. By leveraging
historical loan data and employing and
preprocessing, feature selection, and model
validation techniques, the random forest model can
effectively capture complex relationships within the
data. This results in accurate and interpretable
predictions, aiding in better decision-making and risk
management. The continuous monitoring and
retraining of the model ensure that it remains up-to-
date with evolving data patterns, thereby maintaining
its predictive power and relevance. This approach
not only enhances the efficiency of loan approval
processes but also contributes to improved financial
stability and customer satisfaction.

VIII. FUTURE SCOPE

The future scope of loan amount analysis and
prediction lies in the advancement and integration of
cutting-edge technologies and methodologies. One
potential avenue is the utilization of big data
analytics and artificial intelligence to process vast
amounts of data from diverse sources, enabling more
accurate risk assessment and personalized loan
offers. Additionally, incorporating machine learning
algorithms such as reinforcement learning could
optimize loan approval processes by dynamically
adapting to changing market conditions and
borrower profiles in real-time. Furthermore, the
application of blockchain technology could enhance
transparency and security in loan transactions,
reducing the risk of fraud and improving trust
between lenders and borrowers. Moreover, with the
increasing popularity of peer-to-peer lending
platforms and digital financial services, there is an
opportunity to develop innovative algorithms and
models tailored to these emerging market segments.
Overall, the future of loan amount analysis and
prediction holds immense potential for leveraging
technology to drive efficiency, inclusivity, and
sustainability in the lending ecosystem.
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