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Abstract: Both human existence and quality of life have benefited from technological advances. Every 

day we strive to create something fresh and unique. We have machines that support our lives and make them 

relatively complete in the banking sector. Candidates will obtain evidence / guarantee before the loan amount 

is approved. The system's decision on whether to approve the application is based on the candidate's historical 

data. Every day, many people in the banking sector seek credit, but bank reserves are limited. In this scenario, 

it is very useful to make correct predictions using the class function algorithm. Examples are logistic regression, 

random forest classifiers, support vector machine classifiers, and other algorithms. A bank's profit or loss 

depends on the size of the loan and whether the customer or the customer repays the loan. The most important 

aspect of banking is the collection of loans. The improvement process is very important in the banking industry. 

Using the candidate's historical data, we built a machine learning model that uses multiple classification 

techniques. The main goal of this task is to use a machine learning model trained with historical data to predict 

whether a new application will be loaned. 
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I. INTRODUCTION 

Banks have various goods to sell in our banking system, but their major source of income is their credit 

lines,this allows to profit the interest on loan. The profit or loss of a bank is mostly determined by loans, i.e. 

whether consumers repay the loan or default. The bank can lower its Non-Performing Assets by forecasting 

loan defaulters. As a result, research into this phenomenon is critical. Previous research in this age has revealed 

that there are numerous techniques for studying the subject of loan default control. However, because accurate 

predictions are critical for profit maximisation, It is critical to investigate the nature of the various methods and 

compare them. As a result, using a machine learning method, the ideal customers to target for loan granting may 

be simply identified by assessing their risk of defaulting on the loan. This model concludes that banks need to 

not only target wealthy consumers for loan approval, but  also consider other characteristics of customers that 

play a key role in credit selection and loan sanctioning. 
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II. LITERATURE REVIEW 

[1] A.Vaidya has proposed Predictive and probabilistic approach using logistic regression: Application to 

prediction of loan approval.This article describes logistic regression and its mathematical representation. This 

white paper is based on logistic regression as a machine learning tool for updating predictive and probabilistic 

approaches to specific loan approval prediction problems. This document uses logistic regression as a tool to 

specifically explain whether a loan is approved for a set of applicant records. 

[2] Chandra Blessie E, R Rekha proposed a study of machine learning algorithms to predict the loan sanctions 

process. This paper proposes a credit prediction model using the NB and support vector machine (SVM) 

methods. Naive Bayes, an independent speculative approach, incorporates probability theory into data 

classification. SVMs, on the other hand, use statistical learning models to classify predictions. To evaluate the 

proposed method, a dataset from the UCI repository with 21 attributes was adopted. The experiments concluded 

that the integration of NB and SVM, rather than the individual performance of the classifiers (NB and SVM), 

provides efficient credit prediction. 

 

[3] Kumar Arun, Garg Ishan, and Kaur Sanmeet have proposed a paper on predicting loan approvals based on 

a machine learning approach. The main purpose of this paper is to predict whether allocating a loan to a 

particular person is safe. A linear discriminant analysis technique for approving or rejecting  loan applications, 

or for short, loan forecasting issues. This paper is divided into four sections. (I) Data acquisition (ii) Comparison 

of machine learning models using the collected data (iii) Training Most promising model system (iv) Test. 

[4] Guilder and Ozrem have proposed a category logistic principal component regression for credit approval. 

While the main focus of this article is to address the issue of multicollinearity between categorical explanatory 

predicting binary responses using variables, logistic regression is relatively easy to develop and provides the 

most accurate predictive analytics. Because it provides, it is most commonly used for credit prediction. One 

reason for this is that other algorithms are generally not good at making predictions from unnormalized data. 

However, the independent variable for which the prediction is made does not have to be normally distributed, 

so the nonlinear effect and exponentiation terms are easily handled by logistic regression. 
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III. PROPOSED SYSTEM 

We collect the dataset required to train our model from Kaggle. We split the dataset into 80% for training and 

20% for testing and evaluating our model.Next we pre-process the dataset by imputing missing values and 

performing outlier treatment.We pass this dataset and train our model using SVM, Logistic Regression, 

Random Forest.Finally we perform Stacking of above algorithms to predict loan will be approved or not.Bank 

with interest rates for availing loan will be suggested. 

 

Fig 1: Architectural Diagram 
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IV. METHODOLOGY 

Data Collection  

 The dataset is collected from kaggle loan-prediction dataset. 

 The dataset is split into train.csv and test.csv with 367 rows and 614 rows respectively. 

 The dataset contains 12 features. 

 

Data Preprocessing: 

Converting categorical data into numerical data through one-hot encoding.Using imputation the 

missed values in the dataset are cleaned.Using log transform the skewed data is transformed to normal form 

 

Model Training  

• SVM Algorithm 

 SVM is one of the supervised Learning algorithm, which is used for the Classification and 

Regression problems. 

• Logistic Regression 

 Logistic regression are most used for loan prediction as they are easier comparatively develop 

and provide the most accurate predictive analysis 

• Passive Aggressive Classifier:  

       Passive Aggressive Classifier belongs to the category of online learning algorithms in machine 

learning. It works by responding as passive for correct classifications and responding as aggressive for 

any miscalculation 

 

V. RESULT AND DISCUSSION 

                               
           Fig 2: Entry Page                                                                 Fig 3: Input Details 
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               Fig 4: Output for Accepted                                       Fig 5: Input Details  

 

 

 

 

Fig 6: Output for Declined  
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VI. CONCLUSION AND FUTURE SCOPE  

It can be concluded with confidence that the Support vector machine is extremely efficient and gives a better 

result when compared to other models. It works correctly and fulfils all requirements of bankers. This system 

properly and accurately calculate the result. It predicts the loan is approve or reject to loan applicant or customer 

very accurately. 
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