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Abstract - A loan is money you receive from a bank or 

financial institution in exchange for a commitment to repay 

the principal amount with interest. Since lenders take the risk 

of a possible loan non-payer, they charge a fee to offset this 

risk this fee is known as the interest. The loans typically are 

secured or unsecured. In a secured loan, you need to pledge 

assurance to get the loan. If you are a non-payer of a loan that 

means you do not pay back the loan, the bank has a right to 

take possession of the asset that had been pledged as 

assurance. An unsecured loan doesn’t ask for money 

assurance. If you do not pay back the unsecured loan, the 

lender has no right to take anything in return. Unsecured loans 

include credit cards, student loans, and personal loans all of 

which can be revolving or term loans. Loan clearance is the 

act of paying back the borrowed money to the lender. The 

clearance occurs through a series of scheduled payments, also 

known as EMIs, which include both principal amount and 

interest. In this project using a machine learning technique, we 

are going to predict whether the applicant will pay back the 

loan amount with interest or not, prior to sanction the loan 
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1.INTRODUCTION  

 
 The loan repayment prediction system developed in this 

project aims to provide a comprehensive solution to the loan 

default problem. The project uses machine learning 

techniques to predict the likelihood of loan repayment based 

on various factors such as income, credit history, loan amount, 

and loan term.The loan repayment prediction system will be 

developed using Java and JavaFX technologies. JavaFX is a 

platform-independent user interface toolkit that enables 

developers to create rich user interfaces for desktop and 

mobile applications. Java is a widely used programming 

language that provides excellent support for developing 

complex applications.The project will use the loan repayment 

dataset provided in the Kaggle platform, which contains 

information on loan repayment, including demographic and 

financial information of borrowers. The dataset will be pre-

processed using various modules such as Exploratory Data 

Analysis, generating train test, creating machine learning 

models, comparing machine learning models, and predicting 

results using the selected model.The loan repayment 

prediction system will use three machine learning algorithms: 

Random Forest, Logistic Regression, and SVM. The Random 

Forest algorithm has an accuracy of 99.2647% and will be 

used for final prediction with user inputs. The Logistic 

Regression and SVM algorithms have accuracies of 82.3004% 

and 82.1954%, respectively. The project aims to provide a 

comprehensive prediction system for loan repayment and 

provide meaningful and project-specific content.The next 

chapter will provide a detailed description of the various  

modules used in the loan repayment prediction system, 

including dataset, Exploratory Data Analysis, generating train 

test, creating machine learning models, comparing 
machine learning models, and predicting results using 
the selected model. 

2. module of the system 
There are various modules in this prediction system: 

1. Dataset 

2. EDA (Exploratory Data Analysis) 

3. Understanding Dataset and Generating train test 

4. Generating train test 

5. Creating machine learning models 

6. Comparing machine learning models 

7. Predicting results using the selected model 

 

2.1 Dataset: The dataset used in this loan repayment 

prediction system is obtained from Kaggle, a popular online 

platform for data science and machine learning projects. The 

dataset consists of various attributes related to borrowers such 

as loan amount, loan term, interest rate, credit score, debt-to-

income ratio, and employment status. The dataset also 

includes information about whether the borrower has repaid 

the loan or not. This information is used as the target variable 

for the machine learning models. The dataset is pre-processed 

and cleaned to remove missing values and irrelevant features. 

2.2 EDA (Exploratory Data Analysis): EDA is the process of 

analyzing and visualizing data to uncover patterns, 

relationships, and anomalies. In this module, the loan 

repayment dataset is analyzed using various statistical and 

visualization techniques to gain insights into the data. The 

EDA process involves examining the distribution of each 

feature, identifying correlations between features, and 

detecting outliers and missing values. The results of the EDA 

process guide the selection of appropriate machine learning 

algorithms and help in feature engineering. 

2.3 Understanding Dataset and Generating train test: In this 

module, the dataset is split into two sets: training and testing. 

The training set is used to train the machine learning models, 

while the testing set is used to evaluate the performance of the 

models. Before splitting the dataset, it is important to 

understand the distribution of the target variable in the dataset. 

If the dataset is imbalanced, meaning there are significantly 

more instances of one class than the other, then stratified 

sampling is used to ensure that the distribution of the target 

variable is maintained in both the training and testing sets. 

2.4 Generating train test: Once the dataset is split into training 

and testing sets, the next step is to prepare the data for 

machine learning. This involves scaling the features to ensure 

that they have similar ranges and applying any necessary 

feature transformations such as one-hot encoding or label 
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encoding. The pre-processed training and testing data are then 

used to train and evaluate the performance of the machine 

learning models. 

2.5 Creating machine learning models: In this module, three 

machine learning algorithms are implemented: Random 

Forest, Logistic Regression, and SVM. Random Forest is an 

ensemble learning algorithm that combines multiple decision 

trees to improve the accuracy and reduce overfitting. Logistic 

Regression is a linear classification algorithm that models the 

probability of the target variable as a function of the features. 

SVM is a non-linear classification algorithm that finds the 

hyperplane that best separates the instances of different 

classes. The implementation of each algorithm involves 

tuning the hyperparameters to optimize the performance on 

the training set. 

2.6 Comparing machine learning models: After training the 

machine learning models, their performance is compared on 

the testing set. The performance metrics used to evaluate the 

models include accuracy, precision, recall, and F1-score. The 

results of the performance evaluation are used to select the 

best performing model. 

2.7 Predicting results using the selected model: Once the best 

performing model is selected, it is used to predict the loan 

repayment status of new borrowers. The user can input the 

borrower's information, and the model predicts whether the 

borrower is likely to repay the loan or not. The prediction is 

based on the learned patterns and relationships in the training 

data, and the accuracy of the prediction depends on the quality 

of the training data and the chosen machine learning 

algorithm. 

APPROACH AND METHODOLOGY  

Data pre-processing is considered a significant and crucial 

initial step in data analysis and data mining projects, as the 

output of this stage is inputted to the model to obtain final 

results, therefore, data preprocessing impacts not only the 

accuracy of the model but also the performance and efficiency 

[9]. Our model involved a thorough exploration of data, and 

the application of multiple preprocessing techniques prior to 

the classification stage. Once the data is tuned, three different 

classification algorithm models will be used to predict loan 

default, results of models will be compared with each other, 

and with prediction results of the same model prior to data 

preprocessing. Figure 1 illustrates our approach. 

  

 

 

Four classification models were built; Naïve Bayes, unpruned 

C4.5 decision tree, pruned C4.5 decision tree and Random 

forest. Each one of these models was run four times and 

evaluation measures were recorded. In the first iteration; 

models used unprocessed data, and the other three used 

processed data with three different features selection 

algorithms. Evaluation measures of used models using 

unprocessed data set are shown in table 1 below. 

 

 
 

3. CONCLUSIONS 

 

This paper used Naïve Bayes, Decision tree (unpruned and 

pruned) and Random Forest classifiers to build loan default 

prediction models. This paper also applied several data 

preprocessing techniques, and compared between three 

features selection algorithms: Information Gain, Genetic 

Algorithm and Particle Swarm Optimization. Applying 

preprocessing techniques definitely improved the prediction 

of the minority class. Improvement varied between the 

different classifiers. Using features selection algorithms 

improved model as well, though improvement variation 

between the three used algorithms was not remarkable. It can 

be concluded that the data preprocessing stage is an important 

stage when building a classification model, as it has a valuable 

impact on model accuracy. Applying features selection 

algorithms is very significant as well when having a large 

dataset, not only it enhances accuracy but it also improves 

performance. Future work would involve other classifiers and 

features selection algorithms, as well as using datasets from 
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different banks to investigate if our findings apply on datasets 

with different natures.  
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