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Abstract— The most difficult task of meteorology is to predict 

rainfall. In our study, we proposed an amount of rainfall 

prediction model that can be easily determined using machine 

learning and LSTM techniques. This is an advanced method to 

find out the rainfall. The deep learning approach is most 

valuable for this type of method implementation and its accuracy 

finds out. A long short-term memory algorithm is applied to 

memory sequence data measurement and calculate previous data 

very fast and create the best prediction. The people of this 

country are mostly dependent on agriculture so that this 

prediction system is very necessary. Timely rainfall assessment 

will increase crop yields and reduce costs in agriculture. 

Considering all these factors, we have created our model which 

will help us to determine the amount of rainfall. We have 

collected data from 6 regions to do this. To predict, we have taken 

6 parameters (temperature, dew point, humidity, wind pressure, 

wind speed, and wind direction). After analyzing all our data, we 

got 76% accuracy in our work. We also focus on a vast dataset in 

long time weather for the better result. 

 

Keywords— Rainfall Forecast, LSTM, RNN, Machine 

learning 

I. INTRODUCTION 

Rainfall is a very large part of the climate system which 
plays a necessary role in the formation of nature. In some parts 
of Bangladesh such as Jessore, Kushtia, Rajshahi, Pabna, 
Dinajpur, Bogra, Natore, Jhenaidah, Chadpur rainfall is very 
important for agricultural work. But many times, more rain 
and unwanted heavy rains bring a lot of misery for us. 
Excessive rainfall often leads to floods which often cause a lot 
of damage and death. But if we get an accurate forecast of 
rainfall, we can reduce the amount of damage. But the forecast 
of rain can bring a good direction for us, if not, it is very 
accurate. With the utmost importance to this accuracy, we 
have made a decision based on our research which will bring 
many benefits in the future. After analyzing all the factors, we 
have applied the most popular method of machine learningto 
get perfect accuracy. Here we have tried to develop a special 
model and arrange some important data analysis. In our study, 
we mainly focus on Long Short Term Memory and recurrent 
agriculture (RNN). We used real time frequency, deep 
learning latest algorithm, and probability theorem for 
prediction accuracy. Short time memory is a major part of this 

study. We are also developing a model of prediction table 
where shows the accuracy of the forecast. Time series forecast 
analysis is the latest approach in deep learning and we are 
focus to develop our agriculture and flood effect damage 
remove the system. 

II. RELATED WORK 

Rainfall is one of nature's most remarkable, vital, and 
essential factors that is essential for the urban economy. 
Floods created for rainfall, which destroys roads and crops, 
greatly reduce the quality of life. Many approaches have been 
proposed for accurately determining the forecast that would 
turn an urban area into a beautiful economic area [1]. There 
are many states in India where people are dependent on 
rainfall for agriculture, and there are also states where land has 
turned into a desert due to lack of rainfall. Floods and 
landslides caused by excessive rainfall in many states also 
cause many problems, reducing the standard of living of these 
estates and adversely affecting the economy. Rainfall does not 
adhere to any specific time, so it is very challenging to 
determine the right time. There are many categories of 
artificial agricultures and they are predicted by maintaining 
time-series in a completely uncommon way through rainfall 
analysis [2]. Water is one of the natural resources. 
Precipitation data is very important for an area. If climate 
models are created mathematically, then much progress can 
be made in rainfall prediction. Rainfall models of different 
regions can be created by establishing relationships through 
large-scale weather and local observations [3]. Floods are one 
of the reasons for the loss ofhuman life and economic losses 
which puts our social life at risk and disrupts our daily life. 
To get rid of this, we do not have to face any loss if we 
observe the flood of the river in advance and present its 
correct mathematical picture but this process is very 
complicated because it depends on the climate, the direction of 
river flow, rainfall, soil, location. This processis much easier 
based on hydrology. But still, the error remains in the 
conventional model [4]. Tourism flow is a process that is 
difficult to diagnose because it is not linearly affected. Many 
approaches LSTM NN, ARTMA, BPNN have been used in 
various steps to determine the correct tourism flow [10]. 
Artificial agricultures are much more efficient than any other 
method for diagnosing streamflow and it is much more 
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developed than ever before. If the WGRNN and FFNN models 
are compared, then the WGRNN model is much more 
effective because the calculation is easier with less time [11]. 

 
 

III. PROPOSED MODEL 

In our research, we have proposed a sample model of the 
complete working process. Whole working process Fig. 1, we 
are doing separate it 4 sections. In the first section, it is an 
input section part. Here we collect many graphs with 4 major 
components like Wind direction, temperature, wind speed, 
and pressure. We collect many sets for LSTM processing. 
Sample 1, sample 2, Samples Nth of data set. 

 

 

 
Fig. 1. A full simulation process of rainfall prediction. 

 

The middle portion indicates the LSTM and RNN 
Processing section. All sample data set processed by LSTM 
coding programming and analysis. At the end of the part, our 
main target is to find out rainfall prediction. 

 
 

IV. METHOD AND DATA ANALYSIS 

To complete the whole study, we have prepared a 
summary methodology for all the work. Here algorithm 
analysis, mapping model, the circuit has been built up. With 
this, we have presented a visual of data processing and 
analysis in this section. 

 
 

A. Long Short-Term Memory 

Long Short Term Memory which is major and latest 
algorithm of deep learning. In our study, we mainly focus on 
the memory block [5]. Because of, for data analysis and its 
accurate prediction recurrent sort memory is the main part of 
rainfall time calculation. It contains 3 fundamental part in 
gates: (1) Input Gate (2) Output Gate (3) Forget Gate. To 
identify the forecast prediction, we use this gate with the info 
flow. Gates in LSTM are the sigmoid activation functions i.e. 
they output a worth between 0 or 1. “0” means the gates are 
blocking everything. “1” means gates are allowing everything 
to undergo it. Basic timestamp LSTM Memory circuit model 
is shown in Fig. 2, for rainfall prediction. 

 
 

 

Fig. 2. A basic timestamp {t} LSTM Memory circuit model for rainfall 

 

The main 3 equations of LSTM: The first equation which 
is Input (i) Gate, tells us what new information we’re going to 
store in the cell state. 

i  = 𝜎(W𝑥i𝑥𝑡 + Wℎiℎ𝑡−1 + W𝑐i𝐶𝑡−1 + 𝑏i) (1) 

We can find out through Hidden Gate (2) what information 
we should keep. 

ƒ  = 𝜎(W𝑥ƒ 𝑥𝑡  + Wℎƒ ℎ𝑡−1  + W𝑐ƒ 𝐶𝑡−1  + 𝑏ƒ) (2) 

Lastly, for using the output gate which is used to provide 
the activation to the final output (o) of the LSTM block at 
timestamp ‘t’. 

o𝑡 = (W𝑥oX𝑡 + Wℎoℎ𝑡−1 + W𝑐o𝐶𝑡 + 𝑏o) (3) 

To get the memory vector for the current timestamp (c{t}) 
the temperature is calculated. To absorb benefit from both 
methods, we are using the neural layers to extract the local 
features of the raw input and then use them to the LSTM 
networks [8]. In our study, predictors from the past 15 to 25 
days are used to count daily rainfall. 

 
 

B. Recurrent Agricultures and Tanh Activation 

RNN processes predict the rainfall using the wind speed, 
pressure, the temperature of vectors one by one in sequence. 
While processing this variable, it passes the previously hidden 
data status to the next step in the sequence. The hidden state 
serves as the memory of the agriculture. It contains all the 
information related to the old data that the network has seen 
before. The basic concept of LSTMs is the cell state and its 
various gates. The cell state acts as a transport highway that 
makes relative transfers. 

ℎ𝑡 = 𝑂𝑡tanh(𝐶𝑡) (4) 

Gates has sigmoid activation. Sigmoid activation is similar 
to Tanh activation shown in Fig. 3. The value of -1 and 1 
squishes between 0 and 1 instead of squish [9]

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 05 | May - 2023                         SJIF 2023: 8.176                                       ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM21179                            |        Page 3 

When vectors flow through a agriculture, it goes through many 
metaphors due to various mathematical activities that help to 
find the accurate accuracy and predictivedata tables. 

 
 

C. Model Architecture 

Time series forecasting with LSTM is a modern approach 
to build a rapid model of forecasting. To the best study, we 
make the architecture model after time series analysis. A great 
surprise as agricultures are known to be ready to learn 
complex nonlinear relationships and therefore the LSTM is 
probably the foremost successful sort of recurrent agriculture 
that's capable of directly supporting multivariate sequence 
prediction problems. 

 

 

 
Fig. 4. Time Frequency Architecture for Rainfall 

 

A training datasets is created. Dataset splitting process is 

done by using datamining technique [6, 7]. Splitting the 

dataset by district based rainfall historical data into 

sliding windows of input (X) and output (Y) variables 

which is shown in Fig 4. The particular size of the look-

back and forecast view used in the experiments is not 

specified in the research model. Time series data is scaled 

by simplify and monitoring per batch of samples and 

every input series is de-trended, but not depersonalized.  

D.Data Collection 

We obtained weather data set from Bangladesh 
Meteorological Department (BMD) [12]. In the raw 
weather dataset, six measured parameters are temperature, 
dew-point, humidity, wind pressure, wind speed and wind 
direction. Last 1 month of meteorological data during 
monsoon season (1 august to 31 august) for year 2020 were 
collected and used for training. In this analysis, data 
variations have been used to test the robustness and 
reliability of proven modeling for extreme events. The 
attribute values have taken in numerical however, our model 
requires computational categorical values. As per 
requirement, the value set has been separated and values of 
attributes have been transformed into categorical data. 
Table 1, illustrates the attributes that we have evaluated and 
preprocessed. 

 
 
 
 
 

 

 

 
TABLE I. TABLE TYPE STYLES 

 

Attribute Type Description 

Temperature Numerical °C(Degree 
Celsius) 

Dew-point Numerical °C(Degree 
Celsius) 

Humidity Numerical %(Percentage) 

Wind Pressure Numerical In Hectopascal 

Wind Speed Numerical In Kilometer per 

Hour 
Wind-Direction Numerical In Degree 

 

V. RESULT AND DISCUSSION 

After analyzing all our data using LSTM and RNN, we 
found 76% accuracy in our work. We have data of 12 regions, 
from where we make these predictions. Fig. 5, shows the 
amount of rainfall in Dhaka city from 2000 to 2014. From this 
figure, we can figure out the actual rainfall and forecast 
rainfall. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5. Yearly prediction of rainfall quantity 

 

Using this model, we also predict the monthly rainfall 
quantity, which is shown in Fig. 6. 

 
 

            
 

Fig. 6. Monthly rainfall quantity predictio
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VI. CONCLUSION 

In this study, our model based on LSTM and RNN has 
been developed to predict the amount of rainfall on a monthly 
basis and on an annual basis. For accurate forecasting, we use 
wind direction, temperature, wind speed, and pressure data to 
predict the amount of rainfall in a year or a month. Rainfall is 
one of the most essential parts of agriculture. Farmers are 
mostly dependent on rain, although there are many modern 
technologies [13]. But they are expensive and difficult to 
manage. So farmers will benefit if they know the weather 
forecast early and know when or how much rainfall will occur. 
In this work, our main goal is to find solutions to how farmers 
can benefit from using rainfall forecasting. 
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