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Machine Learning for Autonomous Vehicle Network Intrusion Detection  

 

    

 

 

Abstract— According to this study, autonomous 

vehicles (AV) employ a network IDS or Intrusion 

Detection System with tree-structured machine 

learning model. Techniques such as XGBoost, 

additional trees, decision trees and random 

forests are utilised in ML. A well-known 

classification method that uses a divide-and-

conquer approach is the DT or Decision Tree. 

Each leaf node and decision node in a DT 

represents a criterion test for a particular 

attribute and outcome class. The decision tree 

class with the most votes, according to the 

majority voting rule, decides the categorization 

outcome. This is how Random Forest, an 

ensemble learning-based classification algorithm, 

works (RF). Extra Trees (ET), a comparable 

ensemble model, is made up of a large number of 

randomly generated decision trees derived 

through the analysis of a large volume of dataset. 

To improve performance and speed, the XGBoost 

ensemble learning system employs gradient 

descent and multiple decision trees. The IDS multi 

classification problem is solved using machine 

learning algorithms. The combination of feature 

selection and ensemble learning in the suggested 

technique results in high detection rates at low 

processing costs. The computational efficiency of 

well-known supervised machine learning 

techniques is also considered when selecting a 

model. The proposed method for detecting 

different threats in anti-virus (AV) networks 

produced promising results. 

Keywords—Machine Learning ML, Intrusion 

Detection System IDS, VANETs, Ensemble 

Method, SMOTE. 

1. INTRODUCTION 

IoV is replacing VANETs [1]. Because more cars, 

devices, and infrastructures are joining the 

conversation. VANETs turn vehicles into wireless 

routers or mobile nodes that connect vehicles and 

equipment wirelessly [2]. Autonomous vehicle 

technology could reduce traffic accidents and their 

costs. V2X connects people, buildings, and vehicles 

to local and wide-area cellular networks. [3]. IT 

research focuses on vehicle-pedestrian, vehicle-

infrastructure, vehicle-network, and vehicle-

infrastructure communications. IoT requires wireless 

devices. Gateways and firewalls lack security 

[3].Autonomous vehicles are vulnerable to network 

attacks, which can be disastrous. This article 

discusses network threats. Denial-of-service (DoS) 

attacks flood a node with unnecessary requests or 

messages [4]. Adversaries use GPS spoofing to 

impersonate legitimate users and fool nodes into 

thinking they have accurate geolocation information. 
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Port scans can steal user and system data. Hackers 

attempt brute-force password decryption on 

automotive networks and systems. [5]. Autonomous 

vehicles are vulnerable to intra-vehicle 

communication attacks and external connectivity 

issues (premise 5). SQL injection and cross-site 

scripting can exploit computer and vehicle internet 

interfaces (XSS). CAN bus technology lets vehicle 

ECUs communicate. Maintain error detection 

systems for continuous transmission while reducing 

wire cost, weight, and complexity. [6]. Every ECU 

uses the CAN bus, making system security 

vulnerable in many ways. CAN bus nodes will carry 

malicious messages from insecure conversations 

without verifying their source. Adversaries can 

monitor network activity and launch attacks. CAN 

bus injection attacks have multiple goals. CAN bus 

DoS and spoofing attacks can send equipment data 

and RPMs. ‘Fuzzy attacks, which involve sending 

erroneous signals to vehicles, are common. Given the 

risks and limitations, AV systems need a defense 

system to prevent intrusions into their internal and 

external communications. Intrusion detection 

systems (IDSs) analyze network traffic from cars and 

other connected devices to identify threats. [8] 

Machine learning (ML) algorithms are heavily used 

in intrusion detection systems (IDS). This article 

discusses a smart IDS that works with autonomous 

vehicles' CAN bus and the industry standard Internet 

of Vehicles (IoVs). XGBoost uses many tree-based 

machine learning algorithms to detect intrusions. 

These algorithms include decision trees, additional 

trees, random forests, and extreme gradient boosting. 

A serious intrusion detection system (IDS) needs a 

high detection rate and calculation cost. Ensemble 

learning and feature selection stacking can improve 

accuracy and processing speed. Information security 

has been challenged by autonomous vehicle and IoV 

technology. IoVs are replacing VANETs as more 

devices and infrastructures join the conversation. 

ITSs are turning vehicles into wireless routers or 

mobile nodes that connect other vehicles and 

equipment. V2X technology allows vehicles to 

communicate with people, infrastructure, networks, 

and other vehicles via local and wide-area cellular 

networks. However, these advancements pose new 

security threats like catastrophic network attacks. 

DoS attacks bombard nodes with irrelevant requests 

or messages to take control. Nodes can be fooled by 

GPS spoofing. Port scans can steal personal 

information from computer users and systems, while 

brute-force password decryption is used to break into 

automotive networks and systems. SQL injection and 

XSS can exploit computer and car Internet interfaces. 

Autonomous vehicles can also be attacked internally. 

CAN bus technology lets vehicle ECUs 

communicate, but it also opens the system to security 

breaches. Insecure CAN bus conversations can carry 

malicious messages without verification by network 

nodes. Now adversaries can monitor network traffic 

and attack. Fuzzy attacks involve sending vehicles 

false signals to affect their behavior. 

IDSs scan network traffic for threats and malware. 

XGBoost uses decision trees, additional trees, 

random forests, and extreme gradient boosting. 

Intrusion detection systems use ML algorithms. 

Ensemble learning and feature selection stacking can 

speed up and improve precision. The XGBoost IDS 

http://www.ijsrem.com/
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can detect industry-standard IoVs and autonomous 

vehicles' CAN buses. 

 

2. SYSTEM DESIGN 

A. Problem statement  

AV systems are sensitive to a wide variety of 

network threats via numerous communication 

pathways, it is recommended that both internal and 

external communication networks implement 

comprehensive IDS systems. All IoT devices within 

the IoV, as well as the actual vehicle components, 

have been strengthened. The proposed intrusion 

detection system must be capable of detecting a wide 

range of CAN bus and external network intrusions. 

This research will concentrate mostly on denial-of-

service attacks directed against external and internal 

vehicle communication networks, fuzzy and 

spoofing attacks directed against the CAN-bus, and 

sniffer, brute-force, and web assaults directed against 

external networks. A high detection rate is required 

of the intrusion detection system in order to facilitate 

the speedy and precise identification of the great 

majority of potential dangers. 

B. The IDS system's architecture and an overview 

The proposed IDS is integrated throughout AV 

system to protect both internal and external 

connections. To evaluate each broadcasted message 

and guarantee the nodes' security by identifying and 

thwarting threats, an IDS can be added to the CAN 

bus [9]. Figure 1 can be secured by installing the 

recommended intrusion detection system (IDS) 

within the gateway. The suggested AV architecture 

with IDS security is shown in Figure 2. External 

communication networks are incorporated into the 

proposed IDS framework [10]. The framework for 

IDS deployment on automotive systems is shown in 

Figure 1. The IDS detect this change by routing the 

message through the CANH signal line on the CAN 

bus. Any message with an ID and data field that a 

node receives from another CAN bus-connected 

device is routed through the IDS. A node delivers 

messages containing an ID and a data field from 

other CAN bus-connected devices through the IDS. 

 

Fig. 1. AV Architecture for protected IDS System 

The suggested AV architecture with IDS security is 

shown in Figure 2. External communication 

networks are incorporated into the proposed IDS 

framework [10]. The framework for IDS deployment 

on automotive systems is shown in Figure 1. The IDS 

detects this change by routing the message through 

the CANH signal line on the CAN bus. The 

suggested model's workflow diagram is shown 

below. The first step is to collect network traffic data. 

The second reason for oversampling is to 

compensate for the dataset's uneven class 

distribution. The following step involves selecting 

features based on their average relevance in order to 

reduce processing costs. The stacking ensemble 

model is then fed four basic models. After that, the 

final data categorization model is built. 

The results show that intrusions can be detected with 

high precision. To evaluate the effectiveness of the 
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proposed intrusion detection system, several well-

known open-source data sets are used. 

Here are some examples of the contributions: 

● The threats and vulnerabilities that CAN and 

AV networks face are examined in this article. 

 

Fig. 2. Framework of the proposed IDS 

• The threats and vulnerabilities that CAN and 

AV networks face are examined in this 

report. 

• We provide a machine learning and ensemble 

learning method based on tree designs for 

both specialized and general networks for 

intelligent intrusion detection systems (IDS). 

• A comprehensive architecture for gathering 

network traffic data is outlined before 

constructing an IDS. 

The structure of this paper is as follows: The 

suggested intrusion detection system's overview and 

architecture are provided in the second section. 

Section III contains additional information about the 

suggested IDS framework. Section IV contains a 

summary of the findings, performance analyses, and 

feature rankings. Section V is the final section.  

III. SUGGESTED IDS FRAMEWORK 

A.      Data pre-processing 

Gathering enough network traffic data under nor-

mal and abnormal attack conditions is the first step 

to developing an IDS. Packet sniffers cannot build 

an intrusion detection system (IDS) because they 

lack network characteristics and pre-defined net-

work components. An IDS for CAN bus intrusion 

must capture CAN messages and frames. Attacks 

involve frame data fields and CAN IDs. [7] 

Before developing an IDS that can detect multiple 

attacks, network properties must be better under-

stood because external networks are a subset of 

general networks and exposed to several wide-

spread network threats. Most network indicators—

TCP flag counts, segment size, active/idle state, 

packet size, segment length, data transfer rate, and 

throughput—must be considered. However, high 

data dimensionality may increase the computa-

tional cost of the proposed IDS. Thus, external net-

work feature analysis is needed. Several processes 

would improve network data for IDS development. 

One-hot vector encoding, which uses a threshold to 

distinguish normal and abnormal data, is useful [6]. 

Normalized data performs better in machine learn-

ing training [3]. Each value after normalization: 
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(1) 

The initial value is x, and the maximum and mini-

mum parameters are max and min. Network data is 

class-imbalanced because real-world networks are 

usually normal and attack-label instances are often 

inadequate. SMOTE and random oversampling can 

provide minority classes with insufficient data with 

low anomaly detection [11]. Random oversampling 

duplicates samples to increase underrepresented 

group sample sizes. Due to data specificity, random 

oversampling may overfit. SMOTE analyses mi-

nority groups and creates new samples based on 

their characteristics using K nearest neighbours. 

SMOTE provides high-quality samples for un-

derrepresented populations.  

 

B.      The Proposed Machine Learning Approach 

The proposed system's IDS uses machine learning 

to detect cyberattacks. The goal is to classify each 

network packet as normal or one of several attack 

classes. Decision trees, random forests, extra trees, 

and XGBoost are used for such problems. Decision 

trees divide and conquer data to classify it. Decision 

and leaf nodes form a decision tree. The leaf node 

represents the outcome class, and the decision node 

represents a feature selection test. Random Forest 

classifies better by combining multiple decision 

trees. Each decision tree uses a random subset of 

features and training samples. It selects the most 

supported classification outcome by aggregating all 

decision tree predictions. 

The ensemble method Extra Trees generates multi-

ple randomized decision trees from different data 

subsets. It randomly chooses features and training 

samples for each decision tree, like Random Forest. 

Instead of picking the best threshold based on data, 

it picks random thresholds for each feature. 

XGBoost, another ensemble learning method, uses 

gradient descent and multiple decision trees to im-

prove performance and speed. It boosts each deci-

sion tree to correct the previous tree's errors. To 

avoid overfitting, a regularization term penalizes 

large weights. 

 

 

Fig. 3. Tree-Based Algorithms Evolution 

Tree-based machine learning can detect network 

traffic cyberattacks. Random Forest, Extra Trees, 

and XGBoost improve classification and 

generalization by combining multiple decision trees. 

These algorithms can handle high-dimensional and 

noisy data, making them suitable for real-world 

intrusion detection. 

C. Metrics for validation 

Accuracy, precision, recall, and F1 score are the most 

important metrics used to evaluate the suggested 

approach [22]. Accuracy is measured by data 

classification accuracy. Despite excellent 

classification accuracy for normal data, assault 

detection rates may be low due to class imbalance. 

Evaluation uses detection rate. Divide known attack 

data by all unusual data to calculate the detection 
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rate. To detect most attacks, an IDS must have high 

recall. The harmonic mean of recall and precision is 

calculated using the F1 score to evaluate strategy 

effectiveness. Training models also affects computer 

system execution. 

IV. PERFORMANCE EVALUATION 

A.      Datasets have been condensed 

The first dataset, dubbed "Car-Hacking Dataset" or 

"CAN-intrusion Dataset," was released in 2018 [6] to 

aid in the development of CAN intrusion detection 

systems. This study develops a comprehensive IDS 

that is also efficient in external communication 

networks using "CICIDS2017," a typical IDS data 

collection that includes the most recent attack 

scenarios. This IDS was created with 

"CICIDS2017." Section 3 requirements are met by 

the two selected data sets. Simple operations such as 

combining the data, removing any missing values, 

and reassigning the labels were performed on both 

datasets to improve their suitability for the creation 

of an IDS. The updated dataset descriptions can be 

found in Tables I and II, respectively. 

 

Fig 4 Plot for the count of different features of the 

dataset 

Table 1. Raw Dataset Description: 

Class_Label No._of_ 

In-

stances 

Class_ 

Label 

No._of_ 

In-

stances 

BENIGN 22731 DOS 19035 

PORT SCAN 7946 BRUTE 

FORCE 

2767 

WEB AT-

TACK 

2180 BOT 1966 

INFILTRA-

TION 

36 -- -- 

 

After oversampling by SMOTE (when performing 

train-test split values): 

 

Table 2. Dataset Description after oversampling: 

 

Class_Label No._of_ 

Instances 

Class_Label No._of_ 

Instances 

Benign 18184 Dos 15228 

Port scan 6357 Brute force 2213 

Web attack 1744 Bot 1573 

Infiltration 1500  -- --  

 

B.      IDS Performance Analysis 

Tables III and IV show the outcomes of tests 

performed on the CICIDS2017 data set to compare 

various strategies. Based on their performance on the 

http://www.ijsrem.com/
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test data set, the tree-based algorithms have been 

used in our proposed system, such as ET, RF, 

Decision tress as well as the XGBoost, have a high 

level of accuracy, as shown in Table III. Stacking, 

which is enabled by DT, RF, ET, and XGBoost, 

reduces execution time. Bagging Classifier was 

chosen as the second-layer meta-classifier, and the 

stacking ensemble model was limited to the classes 

ET, RF, Decision tress as well as the XGBoost. The 

slowest and least accurate of the 4 tree-based 

machine learning models is the Adaptive Booster 

Classifier. The precision, recall rate, and F1 score are 

all close to 99.65% because virtually all taught 

attacks can be identified using a combination of tree-

based models. 

 

Fig 5 Confusion Matrix Heatmap of Model 

Predictions on Test Data  

 

The majority of tree-based algorithms used in the 

CICIDS2017 data set improved in precision, 

detection rates, and F1 scores, with the exception of 

ET, as shown in Table IV. As a result, the 

recommended stacking method was modified to 

include DT, RF, and XGBoost, with the latter serving 

as the meta-classifier for the stacking model. 

Stacking achieves the highest level of accuracy 

(99.98%), although it is slower than tree-based 

models. Phase III is implemented following the 

training of data sets with each characteristic. As 

shown in Tables III and IV, the RF and XGBoost 

models performed the best in relation to the data sets. 

After selecting the features, we examined these two 

single-base models because they execute faster than 

ensemble models. The "Stacking Algorithm (XGB)" 

and stacking outcomes for the feature-selected data 

set are presented in Table III. After the selection of 

the required features, the Random Forest as well as 

the stacking models reduced execution time by 

99.98% while maintaining excellent accuracy. 

Although the accuracy of the XGBoost has been 

reduced by 0.08% and for stacking models, reduced 

by 0.04%, their execution times were reduced by 

39.2% and 38.2%, respectively. The CICIDS2017 

data collection contains 36 of the 78 qualifying 

characteristics. To increase execution speed without 

sacrificing precision, the IDS selects common 

properties from trees. 

 

 

 

 

 

 

 

 

 

 

http://www.ijsrem.com/


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

            VOLUME: 07 ISSUE: 07 | JULY - 2023                                                 SJIF RATING: 8.176                                 ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 8 

 

 

 

 

Table 3. Performance Evaluation on Raw Datasets. 

Method        Train 

Accuracy 

(%) 

Test 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

      F1-Score 

(%) 

    Decision Tree Classifier 99.98 99.58 99.59 99.58 99.58 

      Random Forest Classifier 99.84 99.58 99.58 99.58 99.58 

Extra Trees Classifier 99.98 99.28 99.28 99.28 99.28 

  

Bagging Classifier 99.98 99.65 99.65 99.65 99.65 

         Adaptive Booster 

Classifier 

56.78 56.76 67.23 55.76 60.00 

  

        Gradient Boost Classifier 99.73 99.54 99.53 99.54 99.53 

  

XGB Classifier 99.48 99.42 99.42 99.42 99.42 
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After applying all the above 7 algorithms I have tried 

another method called stacking method which is 

nothing but a combination of all the 7 algorithms 

together. 

 

Fig. 6 Predictions of 7 base models on the training 

data used for constructing a new ensemble model 

Table 4. Performance Evaluation on Raw Dataset 

after Stacking. 

Method Train 

Accur

acy 

(%) 

Test 

Accur

acy 

(%) 

Precis

ion 

(%) 

Rec

all 

(%) 

F1-

Sco

re 

(%) 

       Stac

king 

Algorith

m (XGB 

Classifie

r) 

99.98 99.57 99.57 99.5

7 

99.

57 

 

We checked that the labels are highly imbalanced in 

nature, while label values in the dataset is around 

18,000 and the other label value is just 29. So, we 

have to balance the datasets, hence we applied an 

oversampling method. Specifically, we can say that 

we applied an oversampling method using SMOTE. 

After applying oversampling, we just add around 

1500 labels to the least. 

Table 5. Performance Evaluation on Dataset after 

Oversampling. 

Metho

d 

Train 

Accur

acy 

(%) 

Test 

Accur

acy 

(%) 

Precisi

on (%) 

Rec

all 

(%) 

F1-

Sco

re 

(%) 

Decisio

n Tree 

Classif

ier 

99.96 99.52 99.52 99.5

2 

99.5

2 

Rando

m 

Forest 

Classif

ier 

99.94 99.59 99.59 99.5

9 

99.5

9 

Extra 

Trees 

Classif

ier 

99.97 99.57 99.57 99.5

7 

99.5

7 

  

Baggin

g 

Classif

ier 

99.96 99.52 99.52 99.5

2 

99.5

2 

Adapti

ve 

Booste

r 

Classif

ier 

56.86 55.74 67.25 55.7

4 

59.9

8 

  

http://www.ijsrem.com/


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

            VOLUME: 07 ISSUE: 07 | JULY - 2023                                                 SJIF RATING: 8.176                                 ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 10 

Gradie

nt 

Boost 

Classif

ier 

99.63 99.49 99.49 99.4

9 

99.4

9 

  

XGB 

Classif

ier 

99.40 99.32 99.32 99.3

2 

99.3

2 

 

After applying all the above 7 algorithms I have tried 

another method calling stacking method which is 

nothing but a combination of all the 7 algorithms 

together. 

 

Table 6. Performance Evaluation of Stacking on 

Dataset after Oversampling. 

Method Train 

Accur

acy 

(%) 

Test 

Accur

acy 

(%) 

Precisi

on (%) 

Rec

all 

(%) 

F1-

Sco

re 

(%) 

Stackin

g 

Algorit

hm 

(XGB 

Classifi

er) 

99.98 99.54 99.54 99.5

4 

99.5

4 

 

C. Feature analysis 

To analyze the characteristics, subsets of each assault 

were subjected to the suggested method for feature 

selection. 

Table V shows the relative importance of the three 

most important factors for each assault. The target 

port may indicate a DoS, brute force, online, or 

botnet attack, according to Table V. Another 

important factor to consider is the size of the box. 

The average packet size, for example, would indicate 

a DoS, port scan, or web attack. Forward packet 

length is used to represent DoS, web, and botnet 

attacks, while reverse packet length is used to 

represent port scan, brute force, and intrusion 

attempts. A port scan or brute-force attack is 

indicated by the number of pushing flags and the 

difference in packet length between forward and 

reverse. IDSs can be created for a variety of 

purposes, such as detecting a specific type of attack, 

by selecting relevant features from a list after 

obtaining the feature priority list for each attack. 

Network administrators can still monitor the 

situation and identify the most critical elements. An 

attack is likely to be detected if the attributes of a 

target change in an unusual way. 

Table 7. Importance of each feature by attack 

Label Feature Weight 

DoS 

𝐵𝑤𝑑𝑃𝑎𝑐𝑘𝑒𝑡𝐿𝑒𝑛𝑔𝑡ℎ𝑆𝑡𝑑  

𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑃𝑎𝑐𝑘𝑒𝑡  

𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑃𝑜𝑟𝑡  

Port 

Scan 

𝑇𝑜𝑡𝑎𝑙𝐿𝑒𝑛𝑔𝑡ℎ𝑜𝑓𝐹𝑤𝑑𝑃𝑎𝑐𝑘𝑒𝑡  

𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑃𝑎𝑐𝑘𝑒𝑡  

𝑃𝑆𝐻𝐹𝑙𝑎𝑔𝐶𝑜𝑢𝑛𝑡  

Brute-

Force 

𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑃𝑜𝑟𝑡  

𝐹𝑤𝑑𝑃𝑎𝑐𝑘𝑒𝑡𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝑖𝑛  

𝑃𝑎𝑐𝑘𝑒𝑡𝐿𝑒𝑛𝑔𝑡ℎ𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒  

𝐼𝑛𝑖𝑡𝑊𝑖𝑛𝑏𝑦𝑡𝑒𝑠𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑  

http://www.ijsrem.com/
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Web-

At-

tack 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑃𝑎𝑐𝑘𝑒𝑡  

𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑃𝑜𝑟𝑡 
 

Botnet 

𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑃𝑜𝑟𝑡  

𝐵𝑤𝑑𝑃𝑎𝑐𝑘𝑒𝑡𝐿𝑒𝑛𝑔𝑡ℎ𝑀𝑒𝑎𝑛  

𝐴𝑣𝑔𝐵𝑤𝑑𝑆𝑒𝑔𝑚𝑒𝑛𝑡  

Infil-

tra-

tion 

𝑇𝑜𝑡𝑎𝑙𝐿𝑒𝑛𝑔𝑡ℎ𝑜𝑓𝐹𝑤𝑑𝑃𝑎𝑐𝑘𝑒𝑡  

𝑆𝑢𝑏𝑓𝑙𝑜𝑤𝐹𝑤𝑑𝐵𝑦𝑡𝑒𝑠  

𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑃𝑜𝑟𝑡  

 

V. CONCLUSION 

Despite the fact IDS are one of the most efficient 

ways to safeguard automotive networks and 

detecting newly launched network attacks, connected 

and autonomous vehicles are still vulnerable to a 

variety of threats. To detect external network 

vulnerabilities, CAN buses are outfitted with an 

intrusion detection system (IDS). This system 

employs tree-based machine learning techniques. 

Features were chosen to reduce class imbalance and 

computational cost using tree-based averaging and 

SMOTE oversampling. The proposed method 

outperforms previously published methods by 2% to 

3% in terms of precision, detection rate, and F1 

score. Unlike previous methods that relied solely on 

a single data set, our research develops an IDS 

capable of detecting a variety of attacks during each 

run. The trains were 99.98% accurate in both the pre- 

and post-oversampling datasets. The performance of 

the suggested IDS on the CICIDS2017 data set can 

be significantly improved by fine-tuning the hyper-

parameters of various approaches, such as particle 

swarm optimization and Bayesian optimization. 
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