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Abstract 

A major risk for e-commerce sites and their victims alike, formjacking is a cyberattack technique that injects 

malicious code into web pages and captures sensitive user input. A Machine Learning (ML) based approach is 

proposed in the paper that analyzes transactions in real time to alert users if formjacking is present on checkout pages. 

The ML methods focus on anomaly detection, supervised learning for transaction frequency patterns recognition, and 

unsupervised clustering, and shows how it can effectively detect suspicious transactions and identify  risks for 

formjacking attempts. An adaptable and scalable web model is also presented, which can be incorporated into the 

pre-existing web infrastructures in order to strengthen the security of online transactions. 
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Introduction 

While e-commerce continues to rise, this new version of online shopping has also brought new security threats — 

formjacking being a major one. Formjacking: it entails injecting malicious JavaScript code into the web page, usually 

a checkout page, to secretly capture credit card numbers, names, and other types of sensitive data. Formjacking is 

hard to detect because it closely resembles a normal user action, and even with traditional web security defenses 

detecting the attack can be challenging. 

 

This is where machine learning shines, especially in real-time detection of abnormal patterns against transactions. 

Through this paper, a framework is proposed to detect and mitigate formjacking attacks in real-time based on applying 

machine learning techniques specifically for two tasks, namely anomaly detection and clustering. The transaction 

pattern analysis used in the proposed system helps to identify whether a transaction is being accessed by fraud and 

also helps to differentiate genuine interactions from fraudulent transactions through robust protection and the higher 

integrity of online payment systems. 

__________________________________________________________________________________  

 

Problem Statement 

For e-commerce, formjacking makes it easy to steal sensitive information that will put both the organization and their 

customers at risk, ruining their reputation. As attacks become more sophisticated, traditional detection methods are 
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ineffective (e.g., through rule-based systems). Existing cybersecurity measures are often blind to more passive, real-

time captures of data realized through client-side scripts. This calls for an immediate, dynamic, and data-powered 

approach capable of detecting and combating formjacking before it becomes a problem. 

 

 

Solution 

This solution uses machine learning models trained on real-time transaction data observed on checkout pages to 

effectively pinpoint anomalies consistent with formjacking. This solution consists of several key components: 

 

 1.Data Collection and Preprocessing 

The model would take transactional data collected from checkout pages — form submission timestamps, keystroke 

dynamics and interact with form fields as the input. The data is cleaned, normalized, and formatted to allow for noise 

removal and formatting. 

 

2.Feature Engineering 

This is a list of descriptive features and is selected according to how useful they are in identifying formjacking 

patterns. Oftentimes, it includes the time to fill form fields, the pattern of using a specific field, the IP address 

behavior, and transaction frequency, etc. 

 

3.Machine Learning Models 

It uses both supervised and unsupervised ML techniques. 

 

• Anomaly Detection Using Autoencoders: Autoencoders are used to detect anomalous transaction patterns, 

where a transaction is considered normal if it is within a specified error boundary. Activities that are highly different 

from normal activities are flagged as possible formjacking attempts. 

 

• K-means or DBSCAN Clustering: Clustering algorithms are then used to further verify anomalous 

transactions by grouping similar transaction behaviors. Clustering outliers can reveal suspicious behavior that is 

better suited for more thorough investigation. 

 

• Supervised Learning:  Based on the extracted features, supervised learning algorithms like Random Forest 

or Support Vector Machine (SVM) can classify transactions as normal or suspicious, once a labelled dataset is present. 

 

4.Real-Time Deployment 

It sits between the transaction processing system and constant monitoring of checkout pages. All transactions which 

are flagged by ML model are reviewed and this process is real time.  

 

__________________________________________________________________________________  

 

Use Case 

 

Due to the nature of the ML-based formjacking detection system proposed, there are several possible use case 

scenarios: 

 

• E commerce Security: E commerce transaction security enables immediate assessment of transaction carried 

out on e-commerce sites, thus protecting user data and minimiz risks of formjacking. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 05 Issue: 12 | Dec - 2021                                   SJIF Rating: 6.714                            ISSN: 2582-3930                                                                                                                                               

 

© 2021, IJSREM      | www.ijsrem.com                       DOI: 10.55041/IJSREM11309           |        Page 3 

 

• Financial Institutions: Payment processing companies can make use of this solution to secure online 

transactions and protect sensitive financial information. 

 

• Cybersecurity Solutions: The process can be integrated into the security products focusing on the web 

threats to protect the client-side attacks. 

 

 

 

Impact 

 

By implementing ML-based detection of formjacking, the following significant effect has been observed: 

 

• Proactive Approach: Unlike traditional detection tools that reactively respond when a site is breached, our 

solution detects formjacking before compromise occurs, thus strengthening the security of checkout pages. 

• Privacy and Security: Stronger security equals more confidence from consumers to use online platforms, 

leading to Customer Lifetime Value (CLV) & higher brand trust. 

• Cost Reduction: Automated detection lowers manpower-related monitoring efforts and reduces operational 

cost for e-commerce and financial institutions. 

• It is a scalable solution that can be scaled across multiple websites and platforms, while also being designed 

to adapt and function with various transaction data and form structures. 

 

 

 

Scope 

This solution pertains to anything on the internet, and not just e-commerce, but also banking, online registration, and 

so forth. While this model is currently limited to available formjacking detection; it may be generalized for other 

types of client-side attacks such as cross-site scripting (XSS) and skimming. 

 

__________________________________________________________________________________  

 

Machine learning model 

 

To support a solid ML solution for recognizing formjacking, you'll need to blend multiple models — some are 

dissimilar and some, nearly identical. 

 

1.Anomaly Detection with Autoencoders 

 

It helps in anomaly detection by compressing the input data and subsequently reconstructing it. Autoencoder is learnt 

on normal transactions — outliers will have high reconstruction error (and good for fraud detection) 

• Training: In the case of continuous transaction data such as credit card transactions, the autoencoder learned 

the normal transaction patterns by minimizing reconstruction loss with either Mean Squared Error (MSE) or binary 

cross-entropy 

 

• Anomaly detection — New transactions are assessed and reconstructed error-wise; they are marked as 

anomalies if they deviate too much from the norm. 
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          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 05 Issue: 12 | Dec - 2021                                   SJIF Rating: 6.714                            ISSN: 2582-3930                                                                                                                                               

 

© 2021, IJSREM      | www.ijsrem.com                       DOI: 10.55041/IJSREM11309           |        Page 4 

 

2.Clustering, K-means or DBSCAN 

Clustering separates the normal patterns of transactions from the outliers as shown below — 

• Transactional Pattern Clustering: To identify normal behaviors, transactional patterns (time on form fields, 

sequence interactions etc.) are clusters into feature spaces. 

• Execution of clustering - Since DBSCAN is suitable for different density-based transactions, it marks some 

noise points that might represent illegal behavior. 

 

3.Classification (Supervised (Random Forest or SVM)) 

Considering there is enough data, the problem may be managed using a supervised method (e.g. Random Forest or 

SVM) to ‘fish’ (detect) transactions by learning patterns that are normal transactions and those that correspond to an 

attack. 

• Random Forest: Random Forest explores multiple decision trees based on subsets of data to find intricate 

patterns in the transactions and ranks features based on importance. 

• Support vector machine (SVM): This classifies transactions according to the optimal hyperplane between 

classes and can be used for kernel functions to deal with non-linear relationships. 

 

4.Integration and real-time deployment 

It can be deployed in a microservices architecture, as the inferences can be done with a low latency, and it backs itself 

with an automated retraining pipeline on the recent transaction data to combat changing attack dynamics. 

__________________________________________________________________________________  

 

 

System Architecture 

 

Real-time Transaction Analysis System Architecture The overall architectural design of the system is a modular and 

scalable pipeline that can handle a high volume of transactions at real-time speed. The architecture was designed 

based on microservices to scale, be fault tolerant and run in real-time. 

 

1. Data Collection Layer: 

 

This layer is dedicated to integrating transactional data collected from the checkout page. It collects information like 

timestamps, keystroke dynamics, sequences of interactions with form fields, IP addresses, device attributes, and 

transaction frequencies. Secure APIs stream data from client applications in real time. 

 

2. Preprocessing and Feature Engineering 

 

Incoming data gets the noise free through preprocessing and normalization algorithms on feature engineering derive 

valuable features such as duration in the forms, order of entered fields, and the identification of users, etc. 

 

3. Machine Learning Model Layer: 

 

The following three essential elements make up the ML model layer: 

 

• Autoencoder based Anomaly Detection: Allows autoencoder to find out the anomalous pattern on new 

transaction using reconstruction error. 
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• K-means or DBSCAN based Clustering: Groups transaction, flags potential outliers based on the attributes 

of behavioral features. 

• Supervised Classification (Random Forest or SVM): Ear Mark confirms or refutes the detection event 

(transaction packets) that it flagged, further refining detection [2]. 

 

4. Real-Time Detection Engine: 

 

This engine is the heart of the system, processing transactions in real time. It forwards each transaction through the 

ML layer models and aggregates their outputs to generate a final detection decision. For flagged transactions security 

teams or additional verification layers are contacted before completion. 

 

5. Loggers and Model Update Unit: 

 

The key to all transactions flagged o Logged for later analysis. It also uses updated data to retrain the models on an 

ongoing basis to be able to adapt to new attack patterns while ensuring high detection rates. 

 

6. User Interface and Alerting: 

 

The UI includes a dashboard where security teams can monitor transactions that have been flagged, review alerts in 

real time and see statistics. Alerts are received by users through email, SMS, or third-party integrations, enabling 

rapid response. 

 

__________________________________________________________________________________  

 

System Flow 

 

1. Data Ingestion: Transaction data flows into the system from the data collection layer. 

2. Feature Extraction: This step encompasses data preprocessing as well as engineering, where the features 

are extracted for data analysis. 

3. Anomaly/Outlier Detection: Data through the autoencoder and clustering models. 

4. Classification: Flagged transactions are identified as either suspicious or legitimate using Random Forest or 

Support Vector Machine (SVM). 

5. End-user Business Operations: The suspicious transaction is flagged for review and alert is sent to a 

security team. 

 

__________________________________________________________________________________  

 

Experiments 

 

To assess the performance of the suggested machine learning-based solution, extensive experiments were performed 

on a mix of synthetic and test e-commerce transaction datasets. Depending on the intended application of the system, 

these experiments were implemented to measure the sensitivity, specificity, and robustness of the system. 
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Dataset 

• Synthetic dataset: A synthetic dataset is created to mimic the legitimate and formjacking transactions. 

Normal user behavior was modeled to contain legitimate transactions, and formjacking transactions included 

anomalies in timing, sequence and IP. 

• Test Dataset: The dataset used to test the accuracy of the model contained test e-commerce transactions with 

test user data. The dataset provided labeled formjacking test incidents that could be validated with the model. 

 

Experimental Setup 

 

• Training and Testing Split: 80-20% split was followed while splitting the datasets (train/test). The models 

were trained on the training set and the detection accuracy and false positive rates were evaluated on the testing set. 

• Evaluation Metrics: 

o Accuracy — The proportion of correctly classified transactions per legitimate or form jacked. 

o Precision: The ratio of true positives (actual formjacking) over the total transactions that were flagged. 

o Recall: The ratio of true positives in relation to the total number of formjacking cases in the dataset. 

o Score – The harmonic mean of precision and recall, and is used when we need a balance between precision 

and recall. 

o Latency: The Average time required to execute a single transaction 

 

• Model Configurations 

 

Autoencoder: 

• Latent Space Dimension: 8 

• Loss Function: Mean Squared Error (MSE) 

• Threshold for Reconstruction Error: Cross-validation to obtain value. 

Clustering: 

• K-means: with number of clusters set to 3 (representing different patterns of transactions). 

• DBSCAN: value of Epsilon (ε) is 0.5 and min. samples = 10 

Random Forest: 

• Number of Trees: 100 

• Maximum Depth: 10 

• Minimum Samples per Leaf: 2 

Support Vector Machine: 

• Kernel: RBF (Radial basis function) 

• Regularization Parameter (C) 1 

• Gamma: 0.1 

 

 

Experiment Phases 

 

• Baseline Testing: Only single model was tested (autoencoder, clustering and supervised) at a time to assess 

effectiveness. 

 

• Integrated Testing: All models were integrated in relation to form a multi-model pipeline, and the detection 

accuracy was compared to the baseline. 
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• Stress Testing: The system was stressed with a high volume of transactions to see how it performs in terms 

of latency and stability under load. 

 

__________________________________________________________________________________  

 

Results 

 

The experiments are result-oriented, as shown below, emphasizing the ability of the system to detect formjacking in 

seconds with a low detection delay and high detection accuracy. 

 

Performance Metrics 

 

Model 

Configuration 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Latency (ms) 

Autoencoder Only 87.5 84.2 80.1 82.1 50 

Clustering (K-

means) Only 
78.3 72.9 68.4 70.6 60 

Random Forest Only 90.4 88.5 85.2 86.8 40 

SVM Only 89.3 86.7 84.1 85.4 45 

Integrated Model 

(All) 
94.6 92.1 90.3 91.2 65 

 

 

Key Observations 

 

• The autoencoder was able to successfully mark anomaly transactions, whilst also having low latency. 

However, this did produce some false positives on benign changes in transaction patterns. 

 

• Clustering Feature: Clustering out-performed by lower precision and recall since some genuine transactions 

were considered to be outliers which led to more false positives. 

 

• Supervised Learning: Random Forest and SVM both showed very good accuracy on their own. The Random 

Forest had the logic of ensemble averaging resulting in faster processing times while holding strong against noise. 

 

• The integrated model: A highest accuracy and F1 score from the integrated model was obtained, which takes 

into account the balancing between precision and recall, performing a linear combination of scores from a supervised 

classification, clustering, and anomaly detection. While latency went up by a minor amount, it still well within 

boundaries (< 100 ms per transaction) 
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• Integrated mode latency was 65 ms/transaction (on average) with stress testing confirming stable system 

behavior under high transactions. 

 

 

_________________________________________________________________________________ 

Discussion 

 

The experimentation result shows that combination of ML techniques can make formjacking detection more accurate 

in less time. With a multi-model approach, the potential weaknesses of a model are covered up by the average of all 

predictions, ensuring a holistic and balanced solution with lower false positive and false negative rates. 

• Practical Significance: With an accuracy of 94.6% as well as an Inference Latency of 65 ms for the 

integrated model, it is suitable for deploying in real-time in the high-traffic e-comm environments. 

 

• Adaptability: The model adapts to new transaction behavior and changing attack strategies with ongoing 

retraining and automated updates, making it effective in the long run. 

 

Limitations 

 

• Need for high-quality labeled data: Supervised learning models depend largely on high-quality labeled 

data. This is not accurate especially where there is little labeled data. 

 

• Latency Issues: Under stress testing conditions, the latency was highly acceptable, but this may need some 

fine-tuning in cases of extremely high transaction volumes (i.e., peak holiday shopping seasons) 

 

Future Work 

 

An enhancement in the future may be to introduce a reinforcement learning approach where it picks a threshold 

condition dynamically based on the constant feedback in real time. Moreover, generalizing the model to capture other 

types of client-side attacks, such as XSS, could enhance its applicability to a variety of security use cases from a 

broader perspective. 

 

__________________________________________________________________________________  

 

Conclusion  

 

Formjacking is a growing threat with the potential to cause substantial damage, and e-commerce systems, where 

millions of sensitive data records are exchanged every day, are particularly vulnerable. Due to the high sophistication 

of formjacking attacks, traditional rule-based security mechanisms are not adequate in these scenarios. In this paper, 

we proposed a machine learning-based solution that leverages anomaly detection to identify potential formjacking 

attacks, which are then further investigated with clustering algorithms and supervised classification for improved 

confidence of the diagnosis. 

 

The proposed system uses autoencoders to detect anomalies, clusters using K-means and DBSCAN to group similar 

transaction patterns; Random Forest and Support Vector Machine (SVM) are then used as supervised models for 

classification with high accuracy and speed. We perform experiments to show that combining the approaches leads 
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to significantly higher detection rates with fewer false positives, making this combination a feasible candidate for 

real-world deployment at scale. 

 

Having a modular architecture, allows the system to be flexible and scalable as well as capable of continuous 

retraining which makes sure that model never becomes stagnant with respect to new data or attack patterns. While 

the solution is effective, it requires a domain-specific high-quality dataset for training and latency optimization 

remained another concern for peak transaction times. 

 

We envision future work using reinforcement learning to dynamically update detection thresholds by feeding back 

information for recent transactions, which can further improve the model’s agility against new attack techniques. It 

could become a one-stop-shop solution for secure online transactions against multiple cyber threats by broadening 

the model to include other client-side threats like cross-site scripting (XSS) and skimming. 

 

By and large, this machine learning-based method proves that analytics can be one of the most effective tools in 

cybersecurity providing e-commerce platforms a way to proactively protect user data & restore confidence in 

consumers. 

__________________________________________________________________________________  
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