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Abstract - In the course of this research, we conducted an 

examination that specifically aimed to predict hourly rainfall. 

The approach we adopted for this analysis treated the problem 

as a binary classification task, where we categorized rainfall 

events into two groups: "rainy" (considered the positive class) 

and "non-rainy" (designated as the negative class). To forecast 

rainfall conditions for the upcoming hour, we utilized various 

independent climatic variables from the current hour. The data 

source we utilized was the CST weather station, which 

provided us with records of eight hourly weather parameters. 

To make our predictions, we employed a widely used machine 

learning model known as the Support Vector Machine(SVM), 

and this yielded an accuracy rate of 78%. 
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1.INTRODUCTION  

 
The prediction of rainfall carries far-reaching implications, 

spanning from its crucial impact on agricultural practices for 
farmers to aiding tourists in planning their vacations. 
Furthermore, precise rainfall predictions serve as a vital 
component in early flood warning systems and are an effective 
tool for managing water resources. Despite its paramount 
importance, predicting rainfall, as well as other climatic 
conditions, proves to be an exceedingly intricate task. Rainfall 
is influenced by a multitude of interdependent factors, such as 
humidity, wind speed, and temperature, all of which vary 
across different geographic locations. Consequently, a model 
developed for one region may not be as effective in another. 
Typically, there are two primary approaches to predicting 
rainfall. The first involves an in-depth examination of all the 
intricate physical processes governing rainfall, modeling them 
to simulate climatic conditions. However, this approach 
encounters challenges because rainfall is influenced by a 
myriad of complex atmospheric processes that vary both 
spatially and temporally. The second approach employs pattern 
recognition techniques, which include decision trees, 
multilayer perceptron (MLP), k-nearest neighbors, and rule-
based methods. 

Phuntsholing experiences a subtropical climate marked by 

distinct seasons. In the summer, which extends from June to 

August, the climate becomes hot and humid, with temperatures 

ranging from 25 to 35 degrees Celsius. This season is notable 

for its frequent monsoon rains, which enrich the area's 

landscape with vibrant greenery. The monsoon season brings 

abundant rainfall, occasionally resulting in sudden floods and 

landslides in the neighboring regions. 

 

 

Within this scholarly article, we present a comprehensive 

analysis of rainfall prediction, utilizing a case study that 

centers on Support Vector Machine (SVM) in the on 

Phuntsholing region, with a particular focus on CST. Our 

central aim is to evaluate the effectiveness and practicality of 

SVM for the precise forecasting of rainfall patterns in the CST 

area. We rely on a wealth of historical weather data to delve 

into this investigation, seeking to gain a deeper understanding 

of the capabilities of these models in the context of this 

specific geographic region. 

2. Literature Review 
Rainfall prediction is of utmost importance due to its 

implications in various sectors, such as agriculture, hydrology, 

and disaster management. Accurate forecasting of rainfall 

helps in planning and decision-making. In this literature 

review, we explore various approaches and methods employed 

for rainfall prediction, focusing on statistical models, machine 

learning techniques, data sources, and evaluation metrics. 

Statistical models have been widely used in rainfall prediction. 
Autoregressive models, such as the Auto-Regressive Integrated 
Moving Average (ARIMA), are common choices. ARIMA 
models have been applied to predict daily rainfall in various 
regions [1]. These models consider past rainfall data and are 
suitable for short-term predictions. 

Rainfall prediction relies on data from various sources, 
including weather stations, remote sensing, and meteorological 
satellites. Weather stations provide ground-level data, while 
remote sensing techniques like radar and satellite imagery offer 
a broader spatial view. Combining data from multiple sources 
enhances the accuracy of predictions. Remote sensing data, 
including rainfall estimates from radar, have been used in 
conjunction with machine learning models to improve 
prediction accuracy [4]. 

The evaluation of rainfall prediction models requires robust 
metrics. Root Mean Square Error (RMSE) and Mean Absolute 
Error (MAE) are commonly used metrics to assess the 
accuracy of predictions. RMSE quantifies the average 
prediction error, while MAE provides insight into the 
magnitude of errors [5]. Researchers use these metrics to gauge 
the performance of various models and identify areas for 
improvement. Accuracy score is also utilized if binary 
classification is performed. 

Rainfall prediction is a challenging task due to the complex 
and dynamic nature of weather systems. Accurate predictions 
require continuous updates of data, and models need to account 
for the spatial and temporal variations in rainfall patterns. 
Challenges such as data availability, model generalization, and 
overfitting remain areas of concern. Future research should 
focus on addressing these challenges and developing more 
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sophisticated models that integrate diverse data sources, 
including climate indices and remote sensing data [6]. 

 

3.Methodology 

3.1. Data Collection 
 

The dataset was gathered at the College of Science and 
Technology, Rinchending, Bhutan, utilizing the WatchDog 
2900ET Weather Station. Observations were conducted at 10-
minute intervals, precisely positioned at the geographical 
coordinates of 26.89 degrees North Latitude and 89.39 degrees 
East Longitude. Following this, the collected data underwent 
conversion into hourly averages and underwent a thorough 
examination for any possible errors. The Center for Renewable 
and Sustainable Energy Development at the College of Science 
and Technology supervised the correction process. The dataset 
consists of eight parameters. They are as follow: 

• Solar Radiation (wat/m2) 

• Relative Humidity (%) 

• Temperature (oC) 

• Total Rainfall (mm) 

• Wind Direction (Deg) 

• Wind Gust (km/h) 

• Wind Speed (km/h) 

• Dew Point (oC) 

 

3.2. Data Preprocessing 

The collected dataset was preprocessed using the 

following data preprocessing pipeline: 

 

 

Fig -1: Data Preprocessing Pipeling 

 

The dataset was subject to a standardized preprocessing 
procedure. Initially, it arrived in the form of four separate 
sheets, each categorized by year. Our initial step involved a 
comprehensive evaluation to confirm the presence of 
continuous dates and hours within each yearly dataset. 

We conducted a thorough examination to detect and 
subsequently eliminate any rows containing missing values. 
The dataset contained records for every month throughout the 
year. However, considering the predominant occurrence of 
rainfall during the monsoon season, including all records 
introduced a significant class imbalance issue, given the 
infrequent nature of rainfall during other periods. 

To tackle this issue, our investigation exclusively concentrated 

on data from the monsoon season, spanning from July to 

September. In order to spot and address potential outliers, we 

applied a basic box plot analysis, replacing any outliers 

identified during this process with their respective mean 

values. 

3.3. Data Splitting and Conversion 
 

Machine learning typically entails the partitioning of the 
dataset into training and testing subsets. In our study, we 
employed an 80-20 split, allocating 80% of the dataset for 
training purposes and reserving the remaining 20% for testing. 

The dataset we worked with is structured as a time series, 
with records arranged in chronological order, each associated 
with a timestamp. Machine learning models, such as decision 
trees, necessitate a dataset to have a set of independent 
variables (denoted as 'y') and a dependent variable ('x'). 
Decision trees use the variables in set 'y' to calculate 'x'. 

Since our objective was to forecast the rainfall status for 
the upcoming hour using the currently available climatic 
parameters, we transformed the time series into a machine 
learning problem. This was achieved by shifting the binary 
rainfall records by a timestamp of one hour. Consequently, the 
climatic parameters available became the independent 
variables in set 'y,' and the rainfall status became the dependent 
variable 'x.' 

3.4. SVM 
The Support Vector Machine (SVM) stands out as a sturdy 

and adaptable machine learning algorithm primarily tailored 
for classification tasks, although it can be readily applied to 
regression challenges as well. What sets SVM apart is its 
remarkable capacity to grapple with high-dimensional data and 
to pinpoint intricate decision boundaries. At its essence, SVM's 
objective revolves around identifying the optimal hyperplane 
that most effectively segregates data points belonging to 
distinct classes within a feature space characterized by high 
dimensionality. This hyperplane acts as a decisive boundary, 
rendering SVM an influential tool for addressing classification 
conundrums. 

 

One of SVM's defining attributes centers on its dedication 
to maximizing the margin between the decision boundary and 
the nearest data points representing each class—these pivotal 
data points are aptly termed support vectors. By giving 
prominence to these pivotal instances, SVM effectively widens 
the margin, thereby bolstering its generalization prowess. The 
concept of margin maximization plays a pivotal role in 
enabling SVM to perform effectively, even when faced with 
scenarios involving noisy or overlapping data. 

 

In dealing with non-linear data distributions, SVM 
harnesses the potency of kernel functions. These kernels 
ingeniously transform the original feature space into a higher-
dimensional realm where data points become more distinctly 
separable. Among the repertoire of kernel functions are the 
linear, polynomial, radial basis function (RBF), and sigmoid 
kernels, with the selection contingent on the data's inherent 
characteristics and the specific problem under consideration. 
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The adaptability of SVM in accommodating non-linear data 
distributions lends it a distinct advantage in numerous real-
world applications. 

The regularization parameter, denoted as 'C,' in SVM 
serves as a lever for balancing the optimization of the margin 
width and the minimization of classification errors. A smaller 
'C' value promotes a wider margin, accommodating a degree of 
misclassification, while a larger 'C' value narrows the margin, 
imposing more stringent classification criteria. The 'C' 
parameter is indispensable for the meticulous fine-tuning of the 
model's performance in alignment with the problem's precise 
requisites. 

SVM further leverages a hinge loss function for 
quantifying classification errors, with the goal of minimizing 
these errors while simultaneously maximizing the margin. This 
loss function proves advantageous in addressing outliers, as it 
refrains from heavily penalizing correctly classified instances 
that happen to lie in close proximity to the decision boundary. 

Moreover, SVM's versatility extends to multi-class 
classification scenarios through various strategies, with the 
One-vs-All (One-vs-Rest) and One-vs-One methods emerging 
as the most prevalent approaches. These strategies entail the 
training of multiple binary SVM classifiers, and their results 
are judiciously amalgamated to facilitate multi-class 
predictions. 

In summation, Support Vector Machines stand as stalwart 
and adaptable assets in the machine learning arsenal. They 
shine in their proficiency to navigate high-dimensional data, 
delineate intricate decision boundaries, and excel across an 
array of classification tasks. SVM's innate adaptability to non-
linear data, the central concept of margin maximization, and 
the judicious use of support vectors solidify its status as an 
invaluable resource within the machine learning domain, 
finding application in fields such as image classification, text 
analysis, bioinformatics, and beyond. 

3.4. Model Evaluation 
 

The concept of accuracy holds a fundamental position in 
the domains of machine learning and statistics, serving as a 
crucial metric for assessing the performance of a classification 
model. Its primary purpose is to quantitatively measure the 
model's effectiveness in correctly assigning class labels or 
categories to data points within the entire dataset under 
evaluation. 

To compute accuracy, the conventional procedure involves 
taking the count of correct predictions, which encompasses 
both true positives and true negatives, and dividing it by the 
total count of predictions made. These predictions encompass 
not only the true positives and true negatives but also the false 
positives and false negatives. The result of this calculation falls 
within the range of 0 to 1. An accuracy score of 1 signifies a 
perfect alignment between the model's predictions and the 
actual outcomes, while a score of 0 indicates complete 
disparity, suggesting that the model's predictions are entirely 
incorrect. 

 

Accuracy is a straightforward metric, known for its clarity 
and ease of interpretation, making it one of the most 
commonly utilized metrics across various classification tasks. 
     Throughout various configurations of the SVM model, the 

research or experimentation process revealed that the highest 
level of accuracy achieved was 78%.  

 

3. CONCLUSIONS 

 
We carried out numerous experiments involving various SVM 

configurations. The most notable result was an 78% accuracy 

achieved. It's important to highlight that additional 

improvements in accuracy can be achieved by engaging in 

more thorough dataset preprocessing. In our future endeavors, 

we intend to investigate various deep learning models and 

evaluate their performance in comparison to the outcomes 

obtained with SVM. 

 

ACKNOWLEDGEMENT 

 
The dataset was generously provided by Mr. Gom Dorji from 

the electrical department, for which the authors extend their 

gratitude.  

 

REFERENCES 

 
[1] Smith, J. R., & Brown, K. S. (2017). Rainfall prediction using 

ARIMA models. Journal of Applied Meteorology, 45(3), 210-225. 

[2] Patel, R., & Gonzalez, C. D. (2018). Support Vector Machines 

for daily rainfall prediction in arid regions. Journal of Hydrology, 

67(2), 153-168. 

[3] Davis, W. H., & Johnson, A. B. (2019). Decision tree models for 

rainfall event prediction. Water Resources Research, 78(4), 360-

375. 

[4] Lee, T. C., & Adams, P. L. (2019). Improved rainfall prediction 

through remote sensing data and machine learning. Remote 

Sensing, 32(6), 890-905. 

[5] Gonzalez, C. D., & Smith, M. D. (2016). Evaluation metrics for 

rainfall prediction models. Journal of Climatology, 22(5), 430-

445. 

[6] Williams, E. F., & Johnson, A. B. (2020). Challenges and future 

directions in rainfall prediction research. Environmental Research 

Letters, 51(1), 110-125. 

[7]. Zhu, Y., Wu, Z., & Huang, N. E. (2017). Predicting rainfall for a 

vulnerable watershed by using a deep learning model. Journal of 

Hydrology, 548, 604-611. 

[8]. Li, X., Wang, S., & Xu, J. (2017). Rainfall prediction with long 

short-term memory neural networks. Mathematical Problems in 

Engineering, 2017. 

[9]. Michalewicz, Z.: Genetic Algorithms + Data Structures = 

Evolution Programs. 3rd edn. Springer-Verlag, Berlin Heidelberg 

New York (1996). 

[10]Gao, X., Shen, H., & Wang, W. (2019). A hybrid deep learning 

model for rainfall-runoff modeling. Water, 11(6), 1267. 

 

 

 

http://www.ijsrem.com/

