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I. ABSTRACT

Move-net Pose Estimation is a method for real-time posture and movement detection of the human body using deep learning algorithms. Move-net Pose Estimation can be used to examine the video stream and find any unusual or violent behaviour when detecting violence using security cameras. A series of key points indicating the position of joints and limbs are produced by the system, and these key points can be used to recognize particular movements and postures that are suggestive of violence. This enhances the overall security of the monitored location by enabling the real-time detection and response to violent situations. Additionally, Move-net Pose Estimation can be tailored to recognize particular postures and motions in various settings and connected with other security systems like alarms and access control. But there are constraints.

Index Terms—

INTRODUCTION

In both public and private places, video monitoring has become a standard technique for maintaining security. Real-time activity monitoring and analysis has been simpler and more affordable because to developments in digital video recording, network video transmission, and video analytics. The huge amount of video footage produced by these systems, however, may be manually monitored, although this can be time-consuming, resource-intensive, and prone to human mistake. As a result, algorithms for computer vision and deep learning have been created, enhancing the effectiveness and precision of video surveillance systems by automating the monitoring process.

Movenet Pose Estimation, a deep learning-based tool that tracks human posture and movement in real time, is one such example. As a tool for violence detection employing security cameras, this technology offers a quick and efficient approach to recognize and respond to violent situations. The applications of Move-net Pose Estimation for violence detection are covered in detail in this study, along with a description of the system's operation, advantages and disadvantages, and possible integrations. In addition, privacy issues associated with video monitoring will be reviewed, and the affordability of Move-net Pose Estimation as a violence detection system will be examined.

Move-net Pose Estimation examines video feeds from security cameras in the context of violence detection to spot any unusual or aggressive activity. In order to identify specific motions and postures linked to violence, the system generates a collection of key points that reflect the position of joints and limbs. This makes it possible to identify and respond to violent situations in real time, improving the monitored area's overall security. Move-net Pose Estimation is a security system that can be combined with other security systems like alarms and access control and can be configured to identify movements and postures relevant to various situations.

Large datasets of human body movements and postures were used to train the deep learning algorithms employed by Move-net Pose Estimation. Move-net Stance Estimation is a trustworthy technique for violence detection since these algorithms are resistant to changes in lighting, camera angle, and body pose. By eliminating the need for human security employees and offering real-time alerts and responses to violent occurrences, the adoption of Move-net Pose Estimation can also offer a cost-effective alternative to conventional security methods.

However, privacy issues are brought up by the deployment of video surveillance systems, such as Move-net Pose Estimation. Individuals' privacy and the possibility of misuse are called into issue by the gathering and storing of video footage of them. The
ethical and legal ramifications of video monitoring must be taken into account in order to guarantee privacy rights.

In summary, Move-net Pose Estimation is an effective method for detecting aggression in video surveillance systems. It can increase the security of monitored locations and offer a cost-effective substitute for conventional security measures due to its capacity to automate the monitoring process and detect violent situations in real-time. Although privacy issues must be taken into account, using Move-net Pose Estimation can be a useful strategy for fostering safety and security.

II. RELATED WORK

According to [01] a method of following an object's motion

Inside a scene. [03] The algorithms provide real-time identifications that are accurate, exact, and ideal for real-time traffic applications. [04] The systems and procedures for recognising, finding, and managing the stock of sterilised medical devices that are kept inside a sterilisation facility are the subject of this invention. [02] Next, we give a quick rundown of the different applications where real-time video processing techniques may be utilised to manage, watch over, or regulate traffic. [05] In this study, we build and assess feature sets to determine the significance of various body parts and traits for recognition. [06] The 21st Century: Behaviour, Performance, and Effectiveness. According to [07] we investigate the issue of feature sets for reliable visual object recognition using a test case of linear SVM-based person detection.

According to [09], there are two components to the visual tracking method: a motion model and an observation model. A motion model predicts the state in which the item will be based on the description of the preceding state. For example, these filters include the kal man [10] and particle [11] and [12] filters. The observation model, which confirms predictions for each frame, is a representation of the appearance information for the monitored object [13]. The observation model, as opposed to the motion model, is more crucial for visual tracking, claims the [08] research. Nowadays, generative and discriminative techniques are the two primary categories of observation models being used 11. Whereas generative techniques are more focused on identifying ROI that are similar to the desired item through template matching, dis-criminative approaches are more concerned with classification and working to separate the object from background [10][14][15][16]. Depending on how the object tracker is meant to be used. In contrast to generative CNN trackers, discriminative CNN trackers are often quicker and more accurate [09].

Deep visual tracking employs more than just CNNs. As they can establish temporal links between recognised items from Yolo, they are then clipped and sent to Move-net for posture prediction of the violent behaviours. Based on their pose estimation, Move-net will determine whether or not the activities are violent and preserve memories of earlier ones, recurrent neural networks are highly suited for sequence modelling. Given the success in the domains of handwriting [09][11] and speech recognition [12], several authors propose combining RNNs with correlation filters [14] or even incorporating features created by RNN into CNN to build a robust feature representation [14]. Deep neural networks can be used for the selection of the best candidate towards tracking object in addition to extracting their attributes. In this case, there are two sorts of networks: feature extraction networks (FENs) and end-to-end networks (EENs). FENs have the advantage of obtaining high-quality features, which are then employed by conventional methods to learn model appearance, as opposed to EENs, which perform both tasks. As a result, EENs can offer a bounding box, segmentation representation, or, as a comprehensive solution, a probability map as a means of locating an object [15][16].

Due to the nature of the sport, writers have chosen to concentrate on solutions that will offer quick solutions with the highest level of precision in situations when quick and fast detection is required with constant multiple object movement in different directions. To handle object detection and simple online and real-time tracking, Yolo [17] was used.

III. DESCRIPTION

A. Yolo V3 and Move net lightning

Yolo V3 is a real-time data classification system for computer vision that identifies objects. Yolo version 3 is created by implementing 1 x 1 detection with kernels into feature maps of three different sizes at three distinct locations throughout the network.

Yolo V3 has been utilised in this work to recognise people, and the video is transferred from frame to frame. Yolo analyses each frame and outputs the bounding box for each character that appears in it. The photos are cropped using the bounding box coordinates before being sent for image pre-processing, where a black image with the same image dimensions is produced.

A position identification method called Move-net Lightning is used to collect 17 crucial human anatomy points. Here, we avoid having the algorithm take other people in the frame into account by sending each person's cropped image separately. The previously created black graphic contains the 17 important spots that have been identified and plotted. The 17 key points are as
follows: Nose 0; Left Eye 1; Right Eye 2; Left Ear 3; Right Ear 4; Left Shoulder 5; Right Shoulder 6; Left Elbow 7; Left Wrist 9; Right Wrist 10; Left Hip 11; Right Hip 12; Left Knee 13; Right Knee 14; Left Ankle 15; Right Ankle 16; Left Hip 11; Right Hip 12; Left Shoulder 7; Right Elbow 8; Left Shoulder 9; Right Elbow.

B. Data Generation

Each person is cropped in yolo v3 after the image is sent to it. Following cropping, the photos are sent to Net Lightning v3, which is designed for real-time applications, whereas Thunder is designed for applications that need a high degree of accuracy. Prediction. The 17 key points—ear, eye, nose, neck, and so on—that are obtained after passing through it are then stored, plotted by the mat plot library on a black image with the same dimensions as the input, and then saved in .png format. Later, the CNN will be trained using these data.

C. Data description

While video is used as an input, the standard we've discovered for the data we've gathered is around 30 frames per second (FPS). We analyse roughly three frames for every one second of the video, which helps us accomplish a faster classification and real-time deployment.

Each individual player is identified using yoloV3, passed to move net lightning, and the 17 key points are utilised to plot in a black image with the same dimensions as the input, as seen in figure 1.

A total of 5588 pre-processed photos make up our dataset's two classes, of which 1676 files are used for validation and 3912 files are used for training. The 3912 photos are utilised by CNN during training.

The total data generated between non-bowling and bowling action is 2985 and 2603. The bowling action is considered for those images where the action of bowling is observed moving one arm above the shoulder level all these images are grouped together forming the database for bowling and then the once with batting, keeping and umpire position are classified as non-bowling actions.

IV. METHODOLOGY

A. Data Flow and transformation

Each individual is identified using Yolo V3’s video image, and the bounding box coordinates for each frame are then provided to Move Net Lightning, which then locates each individual’s key point and passes it to a black image, where it is plotted. To determine if a person is bowling or not, CNN receives the pre-processed image once it has been collected, rescaled to 180x180, and normalised. These results are provided for each frame together with the bounding box and the original frame for that frame. For presentation, only the bounding box that complies with the demands of the bowling action is taken into account. This outcome is then printed with a bowling motion relative to the original image onto the bounding box. We can more easily compute ROI because each frame is analysed separately and then after the other (region of interest). Since the move net’s key-points are inaccurate for the body pose, as shown by the results of the multi-position detection, Figure 3 demonstrates how each individual is recognised and delivered to the move net separately.

B. CNN Architecture

The Rectifier Linear Unit (Re-LU), on which the Convolution Neural Network (CNN) is based, has been found to have time efficiency for both training and testing. Re-LU is a particular kind of activation function that, if the input is positive, produces the input as the output; otherwise, it produces a null value. The input image is scaled down to 180x180 in preparation for CNN processing.
RESULT AND DISCUSSION
The system was created to produce an accurate result, however it was discovered that it would need to analyse each frame separately, lengthening the time needed to evaluate each frame. As a result, pipe-lining for real-time deployment is now possible, allowing us to handle the multi-processing task for each individual frame.

V. CONCLUSION
In conclusion, a project to identify and respond to violent acts through the use of surveillance cameras offers a potential way to increase public safety. The system is capable of properly detecting violence in real-time thanks to the combination of cutting-edge computer vision, artificial intelligence, and machine learning algorithms.

Future improvements: Multi-camera support, sophisticated deep learning algorithms, and real-time video analytics can all be added to the violence detection system in the future. The precision and dependability of the system can be increased by including other sensors, such audio sensors. Additionally, the usage of block chain technology can improve the system's security and privacy.
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