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Abstract 

Preprocessing words and phrases are required for 

each NLP activity since it facilitates subsequent 

work. 

POS tagging is becoming increasingly popular these 

days. Text to speech, syntactic analysis, and 

machine translation all benefit from POS tagging, 

which is an effective form of preprocessing tagging. 

When it comes to POS taggers, they must be well-

versed on the term. It is accessible to humans 

because describing it is simple. However, if the 

number of words is increased to a million, users will 

be unable to complete the POS tag. We present the 

Viterbi method in this study to assist computers in 

tagging lexical categories more effectively. The 

Viterbi algorithm use dynamic programming to 

solve problems. As we all know, the word is quite 

sensitive to its placement. The word's POS is 

connected to the words around it. We run 

simulations to see how Viterbi Algorithms operate 

in POS taggers and calculate accuracy. 

Introduction  

We studied the distinctions between numerous parts 

of speech tags such as nouns, verbs, adjectives, and 

adverbs in primary school. POS tagging or POS 

annotation is the process of associating each word 

in a phrase with the appropriate POS (part of 

speech). Word classes, morphological classes, and 

lexical tags are all examples of POS tags. POS tags 

provide a wealth of information about a word and 

its surroundings. Information retrieval, parsing, 

Text to Speech (TTS) applications, information 

extraction, and linguistic research for corpora are 

only a few of the jobs where they're used. They're 

also employed as a step between higher-level NLP 

activities like parsing, semantics analysis, 

translation, and more, making POS tagging an 

essential feature for sophisticated NLP systems. 

Methodology 

The technique of marking up a word in a text 

(corpus) as relating to a part of speech, depending 

on both its meaning and its context, is known as 

POS tagging. The statement "Where are you" is an 

example of an input. The output should be " 

Where/WRB are/VBP you/PRP," where "WRB" 

stands for "wh-abverb" and "VBP" stands for " verb 

present " and "PRP" stands for " personal pronoun." 

The POS tagging issue, on the other hand, is not 

only a manual operation. In the 1980s, researchers 

began using hidden Markov models (HMMs) to 

decipher bits of speech. 

Let us assume a finite set of words V and a finite 

sequence of tags K. 

 Then the set S will be the set of all sequence, tags 

pairs <x1, x2, x3 ... xn, y1, y2, y3, ..., yn> such that 

n > 0 ∀x ∊ V and ∀y ∊ K . 
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Given a generative tagging model, the function that 

we talked about earlier from input to output 

becomes 

 

 

Thus, for any given input sequence of words, the 

output is the highest probability tag sequence from 

the model. 

The part-of-speech determinant is the location of the 

word and the two words preceding the word, and the 

tagging issue is turned to an HMMs problem. The 

Viterbi algorithm is an effective way to address 

problems like these. 

The Viterbi method is a dynamic programming-

based approach for solving sentence POS. As we all 

know, the word is quite sensitive to its placement. 

The word's POS is connected to the words around it. 

For example, the word "can" can be a verb, and it 

always has a verb after it. At the same time, it might 

be the noun, which is always preceded by an 

adjective. 

 

The Nave Bayes formula is used in this formula. 

The letter x indicates the word, while the letter y 

signifies the portion of speech. Then p(y|x) denotes 

the likelihood that this word belongs to a specific 

category, which is known. However, it is difficult to 

locate. The Bayes formula is then used to calculate 

p(y|x) from p(x|y), which refers to the likelihood of 

a specific word knowing the part-of-speech of the 

word, and p(y) to derive p(y|x) [6]. 

 

Simulations 

We can utilise them even more now that we've 

prepared the word and POS fundamental 

possibilities. For instance, suppose we obtain a 

phrase and want to identify the POS tagger it 

belongs to. 

 Table 1 is a fairly basic statement in English, yet it 

has a lot of meaning. 

 In addition, it's an excellent model. Where is  "wh-

abverb"  ,are is " verb present " and you   is " 

personal pronoun." 

 The Viterbi Algorithm determined the POS of this 

phrase. 

 

For given sentence Viterbi algorithm is applied and 

the probabilities are shown in table 2. log is applied 

to probabilities to get accurate value. For “where 

“WRB has highest probability. And then for “are” 

VBP has highest probability among other part of 

speech tags. for “you” PRP which is personal 

pronoun has highest probability.  
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Using dynamic programming tags which resulted in 

lowest probability in last column is stored. This 

process is called backward chaining.  

Building application: 

Application is build using Python, Flask, HTML, 

CSS. Transition matrix and emission matrix are 

generated from the training data from Kaggle. When 

input is given to search box, input is directed to flask 

using GET method. Parts of speech of sentence is 

predicted using Viterbi algorithm which uses 

forword and backword propogation. Parts of speech 

along with its probability are directed to results page 

using POST method.  

Pos tagging home page 

Pos tagging results page 

 

Conclusion 

POS tagging is an effective preprocessing approach 

that is also useful in text to speech, syntactic 

analysis, and machine translation. It is accessible to 

humans since it is simple to describe. However, 

when the number of words is increased to a million, 

users are unable to complete the POS tag. As a 

result, we require automated machine complements. 

The Viterbi method is a dynamic programming-

based approach for solving sentence POS. The 

location of the word is important to the term. The 

word's POS is connected to the words around it. 

 

The Viterbi method use dynamic programming to 

compute the likelihood of a word in every 

conceivable POS and choose the best one as the 

final POS tagger. We can simply determine that the 

noun is clearly identified based on simulation data. 

Figures depict the word's performance in four 

distinct POS taggers. We'll look at each of them 

separately. These diagrams depict the POS Viterbi 

Algorithm's sentence detection details. 
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