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ABSTRACT - This research paper aims to predict disease 
conditions based on drug reviews. The study utilizes machine 
learning techniques and analyzes the predictive power of drug 
reviews in personalized medicine and healthcare decision-
making. The dataset consists of drug reviews, conditions, and 
other relevant variables. The paper applies data preprocessing 
techniques, including text cleaning, tokenization, and feature 
extraction. Various machine learning algorithms are employed 
for disease condition prediction. The results demonstrate the 
accuracy and effectiveness of the predictive model. The 
findings highlight the potential implications of disease 
condition prediction based on drug reviews for healthcare 
professionals, patients, and healthcare systems. 
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1.INTRODUCTION  
 
Disease condition prediction plays a crucial role in 
personalized medicine and healthcare decision-making. 
Accurate prediction of disease conditions can aid in 
treatment planning, prognosis assessment, and patient 
management. With the growing availability of online drug 
reviews, there is an opportunity to leverage this data source 
for disease condition prediction[3][6]. Drug reviews provide 
valuable insights into patient experiences and treatment 
outcomes, making them a valuable resource for predictive 
analytics. 
 
In recent years, machine learning techniques have been 
widely employed in healthcare research[1][2]. These 
techniques have shown promising results in various areas, 
including disease prediction. However, there is a need to 
explore the predictive power of drug reviews specifically and 
understand their potential in disease condition prediction. 
 
This research aims to address this gap by investigating the 
use of drug reviews for disease condition prediction. By 
analysing a dataset of drug reviews, conditions, and other 
variables[7], the study aims to develop a predictive model 
that can accurately predict disease conditions. The research 
objectives are to evaluate the performance of different 
machine learning algorithms and techniques[5], assess the 
predictive power of drug reviews, and provide insights into 
the implications of disease condition prediction based on 
drug reviews. 

 

2. LITERATURE SURVEY 
 
The literature survey provides an overview of previous 
studies and research conducted in the field of utilizing 
machine learning techniques for predicting human disorders 
based on drug reviews.  

The survey aims to identify the existing approaches, 
methodologies, and findings, thereby establishing a 
foundation for the current research paper. 
 
Several studies have explored the application of machine 
learning algorithms in the analysis of drug reviews and the 
prediction of human disorders. In a study by [13], Support 
Vector Machines (SVM) [10]were employed to classify 
adverse drug reactions (ADRs) based on sentiment analysis 
of drug reviews. The study achieved promising results, 
demonstrating the potential of machine learning in 
identifying ADRs and extracting useful information from 
patient experiences. 
 
Convolutional Neural Networks (CNN) have also been utilized 
in the analysis of drug reviews. [14] proposed a CNN-based 
approach for ADR classification, achieving high accuracy and 
demonstrating the effectiveness of deep learning techniques 
in extracting features from textual data. The study 
highlighted the importance of considering the contextual 
information in drug reviews for accurate prediction of ADRs. 
 
In addition to ADR classification, sentiment analysis of drug 
reviews has been explored to evaluate patient satisfaction 
and improve domain adaptation. [15] employed a recurrent 
neural network (RNN) for sentiment analysis of drug reviews, 
which showed promising results in identifying positive and 
negative sentiments expressed by patients. The study 
emphasized the significance of sentiment analysis in 
understanding patient experiences and sentiments towards 
medications. 
 
Furthermore, studies have focused on the use of machine 
learning techniques in predicting specific human disorders 
based on drug reviews. [16] developed a decision support 
system using Decision Trees to predict depression and 
anxiety disorders based on patient experiences shared in 
drug reviews. The study demonstrated the potential of 
machine learning in assisting healthcare professionals in 
diagnosing mental health disorders. 
 
 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 07 Issue: 06 | June - 2023                                SJIF Rating: 8.176                                 ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                           DOI: 10.55041/IJSREM23742                              |        Page 2 

The existing literature provides valuable insights into the 
application of machine learning algorithms for predicting 
human diseases using drug reviews[3][4]. The studies 
emphasize the importance of considering various factors 
such as sentiment analysis, contextual information, and 
specific diseases while designing predictive models.  

The research presented in this paper aims to contribute to 
the existing body of knowledge by exploring the use of Naïve 
Bayes, Decision Trees, and[11] Passive Aggressive Classifier 
in predicting human diseases based on symptoms, age, and 
gender, providing a comprehensive analysis and evaluating 
the performance of each algorithm. 
 

 

 

Overall, the literature survey demonstrates the potential of 
machine learning in accurately predicting human diseases 
based on drug reviews[9]. It provides a foundation for the 
current research, guiding the methodology and highlighting 
the gaps and opportunities for further advancements in this 
domain. 

 

3. METHODOLOGY 
 
This research paper focuses on predicting human diseases 
based on drug reviews using machine learning algorithms. 
The methodology consists of several key steps, including data 
collection, preprocessing, feature extraction, algorithm 
selection, model training, and evaluation. 
 
Data collection involves gathering a dataset of drug reviews 
from reputable sources such as medical databases or online 
forums[5]. The dataset should include information about the 
drug, patient demographics, symptoms, and the 
corresponding diagnosed diseases. 
 
Preprocessing the data is essential to ensure data quality and 
suitability for analysis. This step involves removing irrelevant 
information, such as duplicate entries and incomplete 
records. Text preprocessing techniques like tokenization, 
stop word removal, and stemming or lemmatization may also 
be applied to improve the quality of the text data. 
 
Feature extraction is a critical step in converting textual data 
into numerical features that can be processed by machine 
learning algorithms[8]. Common techniques for feature 
extraction from text data include Bag-of-Words (BoW), Term 
Frequency-Inverse Document Frequency (TF-IDF), and word 
embeddings like Word2Vec or GloVe. These techniques 
capture the semantic meaning and context of words in the 
drug reviews. 
 
Algorithm selection is a crucial aspect of building an effective 
prediction model. In this research, we consider three machine 
learning algorithms: Naïve Bayes, Decision Trees and Passive 
Aggressive Classifier[14][11] .Gradient Boosting constructs 
an ensemble of weak learners to create a strong predictive 
model. 

 
Model training involves splitting the dataset into training and 
testing sets. The training set is used to train the selected 
algorithms using the extracted features[16]. The algorithms 
learn patterns and relationships between the features and the 
diagnosed diseases. Cross-validation techniques, such as k-
fold cross-validation, can be employed to evaluate the 
model's performance and ensure its generalizability. 
 

Evaluation of the trained models is conducted using 
appropriate performance metrics such as accuracy, precision, 
recall, and F1-score. The models are tested on the unseen 
testing set to assess their predictive capability and compare 
their performance. 
 

To ensure the robustness and reliability of the results, the 
methodology will be repeated using different evaluation 
techniques, such as stratified sampling, and by tuning the 
hyperparameters of each algorithm to find the optimal 
configuration. 
 

 
In summary, the methodology for this research involves data 
collection, preprocessing, feature extraction, algorithm 
selection (Naïve Bayes, Decision Trees, Passive Aggressive 
Classifier)[10][13],model training, and evaluation. By 
following this methodology, we aim to develop accurate and 
reliable prediction models for human diseases based on drug 
reviews. 

    
Figure 1: Working mechanism of random forest technique. 

3.1. NAIVE BAYES 
 

Naïve Bayes is a probabilistic classification algorithm that 
assumes independence among features. It calculates the 
probability of a class given a set of features using Bayes' 
theorem[12]. Naïve Bayes is computationally efficient and 
works well with high-dimensional data. It has been widely 
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used in text classification tasks, including sentiment analysis 
and spam filtering. 

 
                                     Fig -2: Naïve Bayes 

 
3.2. DECISION TREES 
 

Decision Trees are a popular machine learning algorithm for 
classification and regression tasks. They create a tree-like 
model of decisions and their possible consequences[11]. Each 
internal node represents a feature, each branch represents a  

decision rule, and each leaf node represents a class label. 
Decision Trees are interpretable and can handle both 
categorical and numerical features.  

 

                                     Fig -3: Decision Trees 
 

4. RELATED WORK 
 
In recent years, several studies have focused on the 
development of predictive models for human disease 
prediction using machine learning techniques. These studies 
have explored various algorithms and methodologies to 
improve the accuracy and efficiency of disease prediction. 
Here, we present a brief overview of the related work in this 
domain. 
 
One prominent approach is the use of Naïve Bayes algorithm 
for disease prediction. In a study [10], the authors applied 
Naïve Bayes to predict the likelihood of cardiovascular 
disease based on demographic and clinical data. The results 
demonstrated the effectiveness of Naïve Bayes in accurately 
classifying individuals at risk for cardiovascular disease. 
 
Another widely used algorithm in disease prediction is 

Decision Trees. In a study [17], Decision Trees were 
employed to predict the onset of diabetes in a high-risk 
population. The study reported promising results, showing 
the potential of Decision Trees for early detection and 
prevention of diseases. 
 
Passive Aggressive Classifier has also been applied in disease 
prediction tasks. In a study [18], the authors used the Passive 
Aggressive Classifier to predict the presence of breast cancer 
based on mammography images. The results showed that the 
classifier achieved high accuracy in identifying breast cancer 
cases, highlighting its effectiveness in medical image analysis. 
 
Additionally, several studies have explored the integration of 
multiple algorithms for disease prediction. [19]proposed a 
hybrid approach combining Naïve Bayes, Decision Trees, and 
Support Vector Machines for predicting Alzheimer's disease 
progression.  

The hybrid model outperformed individual algorithms, 
indicating the potential of ensemble techniques in disease 
prediction. 
 

While these studies have made significant contributions to 
the field of human disease prediction, there is still a need for 
further research in terms of algorithm selection, feature 
engineering, and model optimization. Our study aims to 
address these gaps by comparing the performance of Naïve 
Bayes, Decision Trees, and Passive Aggressive Classifier on a 
large dataset of human diseases, ultimately contributing to 
the advancement of disease prediction methodologies. 

 

 

4. RESULT 
 
In this section, we present the results of our study, focusing 
on the evaluation of the three algorithms: Naïve Bayes, 
Decision Trees, and Passive Aggressive Classifier. We 
assessed the performance of these algorithms using a large 
dataset of human diseases and computed the confusion 
matrix to evaluate their predictive capabilities. 
 
The confusion matrix provides a comprehensive evaluation of 
the predictive performance of a classification model by 
presenting the true positive (TP), true negative (TN), false 
positive (FP), and false negative (FN) values. The TP 
represents the number of correctly predicted positive cases, 
TN represents the number of correctly predicted negative 
cases, FP represents the number of falsely predicted positive 
cases, and FN represents the number of falsely predicted 
negative cases. 
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          Fig -4 :  Confusion Matrix for Naïve Bayes 
 

 
       Fig -5:  Confusion Matrix for Passive Aggressive 

 

 

Table 1 shows the results using evaluation metrics on 

a bag of words vectorization technique. We can easily 

see that perceptron outperforms all other 

classification algorithms. Multinomial Naïve Bayes 

have accuracy of 97% and Passive Aggressive 

accomplished a 97.8% AUC score.  

 

 

 

Model Accuracy 

     Naïve Bayes 0.970 

Passive Aggressive 0.978 

                       Table -1:  Accuracy of Algorithm 

 

 

 

3. CONCLUSIONS 
 
The research paper aimed to explore the effectiveness of 
three machine learning algorithms, namely Naïve Bayes, 
Passive Aggressive Classifier, in predicting human diseases. 
The algorithms were trained and evaluated using a dataset 
containing various health parameters and disease labels. 
 
The experimental results demonstrated that all three 
algorithms achieved reasonably good accuracy in disease 
prediction. Naïve Bayes exhibited an accuracy of 97%, 
Passive Aggressive Classifier yielded an accuracy of 97.8%. 
These results highlight the potential of these algorithms in 
assisting medical professionals in diagnosing diseases. 
 
 The Passive Aggressive Classifier showed the highest 
precision and recall values, indicating its ability to accurately 
predict both positive and negative cases. 
 
In conclusion, this research demonstrates the potential of 
machine learning algorithms in disease prediction. The 
findings indicate that Naïve Bayes, Passive Aggressive 
Classifier can be effective tools in diagnosing human diseases 
based on health parameters. By leveraging these algorithms, 
healthcare professionals can make more informed decisions 
and provide timely interventions, ultimately leading to 
improved patient outcomes and healthcare efficiency. 
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