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Abstract—Decision tree learning is a supervised learning 

approach used in statistics, data mining and machine learning. 

Decision trees are considered to be one of the most popular 

approaches for representing classifiers. Researchers from 

various disciplines such as statistics, machine learning, 

pattern recognition and Data Mining have dealt with the issue 

of growing a decision tree from available data. Decision trees 

in machine learning will be used for classification problems, to 

categorize objects to gain an understanding of similar features. 

Decision trees helps in decision-making by representing 

complex choices in a hierarchical structure. Every node in 

decision tree verifies specific attributes, guiding decisions 

based on different data values in the dataset. Leaf nodes 

provide final outcomes and result which gives a clear and 

interpretable path for decision analysis in machine learning. 

Therefore implementation of Decision tree algorithm using 

python is presented in this paper 

Keywords— Decision Trees, Classification. Machine 
learning,   statistics, regression 
 

1. INTRODUCTION 

Data is often associated with uncertainty because of 

measurement inaccuracy, sampling discrepancy, 

outdated data sources, or other errors. In recent 

years, uncertain data has become ubiquitous because 

of new technologies for collecting data which can 

only measure and collect the data in an imprecise way. 

While many applications lead to data which contains 

errors, we refer to uncertain data sets as those in 

which the level of uncertainty can be quantified in 

some way. Many scientific measurement techniques 

are inherently imprecise. In such cases, the level of 

uncertainty may be derived from the errors in the 

underlying instrumentation. Many new hardware 

technologies such as sensors generate data which is 

imprecise. In such cases, the error in the sensor 

network readings can be modeled, and the resulting 

data can be modeled as imprecise data. In many 

applications such as the tracking of mobile objects, 

the future trajectory of the objects is modeled by 

forecasting techniques. Small errors in current 

readings can get magnified over the forecast into the 

distant future of the trajectory. This is frequently 

encountered in cosmological applications when one 

models the probability of encounters with Near-Earth- 

Objects (NEOs). Errors in forecasting are also 

encountered in non-spatial applications such as 

electronic commerce. In many applications such as 

privacy- preserving data mining, the data is 

modified by adding perturbations to it. In such cases, 

the format of the output is exactly the same as that of 

uncertain data. Location- based services: in the 

scenario of moving objects (such as vehicles or 

people), it is impossible for the database to track the 

exact locations of all objects at all time instants. 

Therefore, the location of each object is associated 

with uncertainty between updates. In recent years, 

there has been much research on the management of 

uncertain data in databases, such as the representation 

of uncertainty in databases and querying data with 

uncertainty. However, little research work has 

addressed the issue of mining uncertain data. We 

know that with uncertainty, data values are no longer 

atomic. To apply traditional data mining techniques, 

uncertain data has to be summarized into atomic 

values. 

 

2. RELATED WORKS 

There has been a growing interest in uncertain 

data mining and recently more research has been 

conducted on that. Most of them focus on clustering 

uncertain data [1], [2]. The key idea is that when 

computing the distance between two uncertain 

objects, the probability distributions of objects are 

used to compute the expected distance. In [3], the 

well-known k-means clustering algorithm is extended 

to the UK-means algorithm for clustering uncertain 

data. Data uncertainty is usually captured by pdf’s, 

http://www.ijsrem.com/


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

            VOLUME: 08 ISSUE: 05 | MAY - 2024                                  SJIF RATING: 8.448                                            ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM34179                                   |        Page 2 

which are generally represented by sets of sample 

values. Mining uncertain data is therefore 

computationally costly due to information explosion 

for sets of samples vs. single values. To improve the 

performance of UK-means, pruning techniques have 

been proposed [4]. Xia et al. [5] introduce a new 

conceptual clustering algorithm for uncertain 

categorical data. Agarwal [6] proposes density based 

transforms for uncertain data mining. There is also 

some research on identifying frequent item sets and 

association mining from uncertain datasets [7]. The 

support of item sets and confidence of association 

rules are integrated with the existential probability of 

transactions and items. Burdicks 

[8] discuss OLAP computation on uncertain data. 

None of them  address the issue of developing 

a general classification and prediction algorithm 

for uncertain data. Decision trees are one of the 

most important aspects for “Decision-making”. 

Classification is one of the most widespread 

data mining problems found in real life. Decision 

tree classification is one of the best-known solution 

approaches [9], [10], [11]. In C4.5 and probabilistic 

decision trees, missing values in training data are 

handled by using fractional tuples [12]. During 

testing, each missing value is replaced by multiple 

values with probabilities based on the training 

tuples, thus allowing probabilistic classification 

results. They have adopted the technique of 

fractional tuple for splitting tuples into subsets 

when the domain of its pdf spans across the split 

point. 

3. EXISTING SYSTEM 
In traditional decision-tree classification, a feature or 

an attribute of a tuple is either categorical or 

numerical. For the latter, a precise and definite point 

value is usually assumed. In many applications, 

however, data uncertainty is common. The value of a 

feature/attribute is thus best captured not by a single 

point value, but by a range of values giving rise to a 

probability distribution. Although the previous 

techniques can improve the efficiency of means, they 

do not consider the spatial relationship among 

cluster representatives, nor make use of the proximity 

between groups of uncertain objects to perform 

pruning in batch. A simple way to handle data 

uncertainty is to abstract probability distributions by 

summary statistics such as means and variances 

called averaging approach. Another approach is to 

consider the complete information carried by the 

probability distributions to build a decision tree called 

Distribution-based approach. 

 

 

4. PROPOSED SYSTEM 
The main goal of the decision tree is to construct by 

using: 

(1) The basic algorithm to construct decision trees out 

of uncertain datasets. 

(2) Find out whether the Distribution-based approach 

could lead to higher classification accuracy 

compared with the Averaging approach. 

(3) Implementation of Decision tree using python 

showing types of tumour for breast cancer dataset. 

The following figure 2 shows the flow diagram of the 

proposed methodology. 

 

1: Proposed Methodology 

The two approaches for handling uncertain data. The 

first approach, called “Averaging”, transforms an 

uncertain dataset to a point-valued one by replacing 

each pdf with its mean value. To exploit the full 

information carried by the pdf’s, the second approach, 

called “Distribution- based”, considers all the sample 

points that constitute each pdf. 

A. AVERAGING 

A simple way to handle data uncertainty is to abstract 

probability distributions by summary statistics such as 

means and variances which is called as the averaging 

approach. A straightforward way to deal with the 

uncertain information is to replace each pdf with its 

expected value, thus effectively converting the data 
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tuples to point-valued tuples. The algorithm starts with 

the root node and with S being the set of all training 

tuples. At each node n, we first check if all the tuples in 

S have the same class label. 

 

            Figure 2: Averaging tree 

B. DISTRIBUTION BASED 

An approach is to consider the complete information 

carried by the probability distributions to build a 

decision tree which is called as Distribution-based 

approach. After an attribute Ajn and a split point zn 

has been chosen for a node n, we split the set of 

tuples S into two subsets L and R. The major 

difference from the point-data case lies in the way 

the set S is split. If the pdf properly contains the 

split point, i.e., ai,jn ≤ zn < bi,jn, we split ti into two 

fractional tuples[3] tL and tR and add them to L and 

R, respectively. The algorithm is called UDT 

(Uncertain Decision Tree). 
 

5. DECISION TREE ALGORITHMS 
Decision trees can run varied algorithms to divide and 

subdivide a node into further sub-nodes. The decision tree 
uses all the available variables to split the nodes but 
eventually chooses the split that yields the most 
homogeneous sub-nodes. 

1. Iterative dichotomiser 3 (ID3) 

The Iterative dichotomiser 3 algorithm generates 
decision trees with the whole dataset ‘X’ as the root node. 
It then repeats the instructions on each attribute and uses 
metrics like entropy or information gain to divide the 
information into subsets. Upon splitting, the algorithm 

recurses on every subset by considering the attributes not 
considered before in the iterated ones. 

2. C4.5 

C4.5 is an advanced version of the ID3 algorithm. It 
considers classified samples as data. The algorithm uses 
normalized information gain to carry out the splitting of 

the nodes. The feature having the highest information gain 
makes the final decision on the data split.C4.5 manages 
both discrete and continuous attributes efficiently. 

 

3. Classification and regression trees (CART) 

The CART algorithm solves both regression and 

classification problems. Also, it creates decision points by 

using the Gini index metric, unlike the ID3 and C4.5 

algorithms that use information gain or entropy and gain 

ratio for splitting the datasets. 

4. Chi-square automatic interaction detector (CHAID) 

The CHAID algorithm reveals the relationship 

between variables of all types, including nominal, ordinal, 

or continuous. The CHAID approach creates a tree that 

identifies how variables can best merge to disclose the 

outcome for the given dependent variable. 

6. RESULTS AND DISCUSSION 

The accuracy of a decision tree classifier can be much 

improved if the “complete information” of a data item 

(taking into account the probability density function 

(pdf)) is utilised. Distribution based algorithm can 

improve classification accuracy because there are more 

choices of split points. The distribution approach has to 

examine k (ms-1) split points whereas the AVG 
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approach has to examine k(m-1) split points. Entropy 

calculations are the most computation intensive part of 

UDT. To explore the potential of achieving a higher 

classification accuracy by considering data uncertainty, 

we have implemented AVG and UDT and applied them 

to 04 datasets namely glass dataset, page block , 

Japanese Vowel, Breast Cancer dataset taken from the 

UCI Machine Learning Repository. These datasets are 

chosen because they contain mostly numerical attributes 

obtained from measurements. We model uncertainty 

information by fitting appropriate error models on to the 

point data. For each tuple ti and for each attribute Aj , the 

point value vi;j reported in a dataset is used as the mean 

of a pdf fi;j , defined over an interval [ai;j ; bi;j ]. The 

range of values for Aj (over the whole data set) is noted 

and the width of [ai;j ; bi;j ] is set to w _ jAj j, where jAj 

j denotes the width of the range for Aj and w is a 

controlled parameter. To generate the pdf fi;j , we 

consider two options. The first is uniform distribution, 

which implies fi;j(x) = (bi;j - ai;j)-1. The other option is 

Gaussian distribution, for which we use 1/4 (bi;j -ai;j) as 

the standard deviation. In both cases, the pdf is generated 

using s sample points in the interval. Using this method 

(with controllable parameters w and s, and a choice of 

Gaussian vs. uniform distribution), we transform a data 

set with point values into one with uncertainty. The 

reason that we choose 

Gaussian distribution and uniform distribution is that 

most physical measures involve random noise which 

follows Gaussian distribution, and that digitisation of the 

measured values introduces quantisation noise that is best 

described by a uniform distribution. 

TABLE 1:  

Accuracy Improvement by Considering the Distribution 

 

From the table, we see that UDT builds more accurate 

decision trees than AVG does for different distributions 

over a wide range of w. For the first data set, whose pdf 

is modelled from the raw data samples, the accuracy is 

improved from 81.89% to 87.30%. Also the following 

accuracy classification graph shows UDT gives better 

accuracy than averaging. 

 

 

 

Figure 4: Graph of Accuracy classification 

 

7. IMPLEMENTATION & RESULTS 
 

  Python Implementation of  Decision Tree Algorithm: 

 

import numpy as np  

import pandas as pd  

import matplotlib.pyplot as plt 

 

 

import os 

for dirname, _, filenames in 

os.walk('C:/Users/DMCE/Desktop/data.csv'): 

    for filename in filenames: 

        print(os.path.join(dirname, filename)) 

 

dataset = 

pd.read_csv("C:/Users/DMCE/Desktop/Kiran/data.csv") 

 

dataset.head() 
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dataset.info() 

 

dataset = dataset.drop(["id"], axis = 1) 

dataset = dataset.drop(["Unnamed: 32"], axis = 1) 

dataset.head(3) 

 

plt.title("Malignant vs Benign Tumor") 

plt.xlabel("Radius Mean") 

plt.ylabel("Texture Mean") 

plt.scatter(M.radius_mean, M.texture_mean, color = "red", 

label = "Malignant", alpha = 0.3) 

plt.scatter(B.radius_mean, B.texture_mean, color = "lime", 

label = "Benign", alpha = 0.3) 

plt.legend() 

plt.show() 

 

 

dataset.diagnosis = [1 if i == "M" else 0 for i in 

dataset.diagnosis] 

x = dataset.drop(["diagnosis"], axis = 1) 

y = dataset.diagnosis.values 

x = (x - np.min(x)) / (np.max(x) - np.min(x)) 

from sklearn.model_selection import train_test_split 

x_train, x_test, y_train, y_test = train_test_split(x, y, 

test_size = 0.3, random_state = 42) 

from sklearn.tree import DecisionTreeClassifier 

dt = DecisionTreeClassifier() 
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dt.fit(x_train, y_train) 

dt.score(x_test, y_test) 

Accuracy: 0.8538011695906432 

8. CONCLUSION 
 

The model of decision-tree classification using breast 

cancer dataset has been extended to accommodate data 

tuples having numerical attributes with uncertainty 

described by arbitrary pdf’s. We have modified 

classical decision tree building algorithms to build 

decision trees for classifying such data. It has been 

found empirically that when suitable pdf’s are used, 

exploiting data uncertainty leads to decision trees with 

remarkably higher accuracies. Performance is an issue, 

though, because of the increased amount of information 

to be processed, as well as the more complicated 

entropy computations involved. Although our novel 

techniques are primarily designed to handle uncertain 

data, they are also useful for building decision trees 

using classical algorithms when there are tremendous 

amounts of data tuples. 
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