
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 05 | May - 2025                              SJIF Rating: 8.586                                     ISSN: 2582-3930                                                                                                       

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM46905                                                |        Page 1 
 

Plant Leaf Disease Detection System Using CNN 

1Brijesh Kumar Kushwaha, 2Vaibhav Maurya, 3Shivam Tiwari, 4Soni Maurya,5Abhishek Kumar Saxena,6Sushil Kumar 

Maurya 

1 Information Technology, Bansal Institute of Engineering and Technology 

2 Information Technology, Bansal Institute of Engineering and Technology 

3 Information Technology, Bansal Institute of Engineering and Technology 

4 Information Technology, Bansal Institute of Engineering and Technology 

5 Information Technology, Bansal Institute of Engineering and Technology 

6 Information Technology, Bansal Institute of Engineering and Technology 

---------------------------------------------------------------------***---------------------------------------------------------------------

Abstract: Fruit and vegetable crops experience diminished 

agricultural production output because of pests along with 

diseases that rank as major factors worldwide. The correct 

identification of these issues becomes vital because delayed 

detection results in decreased quantity and quality of yields 

which then causes problems for food supply networks and 

regional economic stability. Farmers traditionally monitor 

plant diseases through individual observation assisted by expert 

consultations because they search for clear indicators of leaf 

damage including discolorations or spotted lesions or deteriors 

on leaves. The approach fails to meet standards because it often 

produces unsuitable results and unreliable human involvement. 

The proposed deep learning-based Disease Recognition Model 

employs Convolutional Neural Networks (CNNs) for 

processing leaf disease diagnosis within apple and corn and 

tomato and potato crops. The system enables automatic disease 

detection of leaves through image processing which delivers 

precise results. The training data consists of multiple leaf 

images which come from healthy subjects and disease-infected 

samples enabling precise identification of various diseases. The 

tool aims to become an affordable solution that supports 

farmers and agronomists and policymakers for better crop 

health management and minimal chemical usage while 

ensuring sustainable farming practices 

. 

Key Words: The system employs key terms including Leaf 

disease detection, plant health monitoring, CNN classification, 

fruit and vegetable crops, automated diagnosis, early disease 

intervention, sustainable agriculture, precision farming. 

1: INTRODUCTION 

Humans have relied on agricultural practices as their 

fundamental base throughout all generations since the 

beginning of civilization. These practices deliver necessary 

food resources together with economic sustainability. The 

escalating global population triggers a parallel growth in the 

need for productive food cultivation methods. Plant diseases 

represent one of the multiple threats that harm crop productivity 

rates. Plant diseases can target every section of a plant starting 

from leaves through stems and continuing to fruits and finally 

reaching the roots. The main responsible agents for these 

diseases are bacteria, fungi, viruses and pests. These untreated 

infections lead to extensive agricultural losses and food scarcity 

problems alongside damage to extensive crop fields 

particularly affecting areas dependent on agricultural revenues. 

Plant diseases have expanded and adapted more rapidly due to 

climate changes and weather pattern variation as well as global 

market connections. The practice of disease detection through 

visual observation and expert judgment becomes difficult when 

targeting population centers that lack basic resources or 

physical isolation. The improper use of pesticides by 

misdiagnosing plant conditions leads to serious environmental 

and health hazards and destruction of soil quality. 

Due to these circumstances the implementation of image 

processing and artificial intelligence and machine learning 

platforms into agricultural practices creates a revolutionary 

solution. The research explores deep learning networks 

specifically Convolutional Neural Networks to develop a 

disease identification system which utilizes leaf pictures from 

ordinary fruit and vegetable crops to detect infections early. 

Through its implementation the model enables farmers to 

monitor plant health better and enables them to lower chemical 

treatments reliance and achieve better crop outcomes by 

implementing timely interventions. 

2. LITERATURE REVIEW 

Modern disease detection in agricultural sectors has 

experienced notable advancements through the combination of 

agriculture and artificial intelligence methods. Multiple 

machine learning along with deep learning approaches have 

been researched to boost the accuracy and speed of disease 

identification from leaf images of crops. The following section 

presents important research findings about the identification of 

diseases affecting apples and corn together with tomatoes and 

potatoes. 

2.1 Apple Leaf Disease Detection 

A research team created a CNN-based assessment model for 

simultaneous identification of diseases that affect apple leaves 

in order to improve orchard monitoring capabilities. The model 

demonstrated 97.62% accurate classification results together 

with minimized computational loads because it reduced its 

number of parameters compared to conventional AlexNet 

models. The technology functions well for mobile applications 

and embedded systems used in outdoor circumstances. [9] 
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2.2 Tomato Disease Recognition with Meta-

Architectures 

The leaves of tomato crops show visible symptoms of different 

diseases which affects their health. The paper by Fuentes et al. 

investigated the object detection architectures Faster R-CNN 

and SSD and R-FCN. The combination of These was done with 

VGGNet and ResNet to enhance performance in tomato disease 

detection. The researchers demonstrated outstanding potential 

for their model to function in real-time within both greenhouse 

and open field environments. [8] 

 

2.3 Potato Leaf Disease Identification 

The team managed to come up with image processing CNNs 

that could detect early blight and late blight diseases in potato 

plants by exploiting the vast PlantVillage dataset. More than 

45,000 labeled images presenting diverse leaf disease 

characteristics were processed by the model, and the accuracy 

figure of 99.53% was achieved. [6]  

2.4 Corn Leaf Disease Classification 

The research on corn is expanded because this plant has 

agricultural importance in every part of the world. The model 

designed by Mohanty et al. included Northern Leaf Blight and 

Common Rust disease kinds and still realized testing precision 

of 99.35%. The system carried out general validity between 

crops but the external testing accuracy fell because of unstable 

lighting and different background situations which stressed the 

demand for environment-specific training sets. [10] (Mohanty 

et al.) 

2.5 Soybean and Small-Scale CNNs 

Affiliated research to that in the previous proposal utilized 

LeNet, necessitating a minimal memory footprint, to classify 

among soybean leaf diseases, the source data for the model was 

uncurated genuine scenes of agricultural life. The model 

achieved a stunning 99.32% accuracy showing the power of 

such light models in the real agricultural environment. [7] 

(Brandt et al.) 

2.6 Hybrid and Traditional Models 

One of the novel attempts of the disease detection was made by 

Khirade where they combined image processing (using Otsu 

thresholding and edge detection methods) with classic Back 

Propagation Neural Networks (BPNNs) for the purpose of 

classification. Although these models were efficient, they had 

no learning potential and the horizontal scalability 

characteristics exhibited by modern CNNs. [12] (Khirade) 

Advanced Techniques: Hyperspectral Imaging 

A system for symptom detection of diseases called "disease 

symptom detection system" developed by Moghadam was 

based on hyperspectral imaging, which was 93% effective 

accuracy and worked on all disease types. On the other hand, 

the usage of this device in small-scale agricultural areas as a 

result of the equipment's cost and complexity is minimal. [13] 

Comparative model 

Studies One team of scholars implemented several learning 

methods by combining RBF and MLP while applying the filters 

of ANN to texture, color, and shape features. The experimental 

results with these models were quite promising, but the moment 

when CNNs came up, they have quickly become outdated due 

to their unique characteristics of end-to-end learning that 

supports large datasets. [3]  

3. PROPOSED SYSTEM 

Our squad is in the process of innovating a neural network 

system to be used in an web based application that will enable 

mobile camera users to detect instantly the diseases of the plant 

leaves. The main objective of this project is to automate the 

disease detection operations for increased crop health 

monitoring efficiency directed toward the farmers. Through 

Figure 1 the different stages of this approach are illustrated and 

demonstrate the system architecture. 

 

Fig 1: Block Diagram of Proposed System  

3.1DataAcquisition 

Our squad is in the process of innovating a neural network 

system to be used in an web based application that will enable 

mobile camera users to detect instantly the diseases of the plant 

leaves. The main objective of this project is to automate the 

disease detection operations for increased crop health 

monitoring efficiency directed toward the farmers. Through 

Figure 1 the different stages of this approach are illustrated and 

demonstrate the system architecture. 

 

3.2 Image Processing and Augmentation 
Our squad is in the process of innovating a neural network 

system to be used in an web based application that will enable 

mobile camera users to detect instantly the diseases of the plant 

leaves. The main objective of this project is to automate the 

disease detection operations for increased crop health 

monitoring efficiency directed toward the farmers. Through 

Figure 1 the different stages of this approach are illustrated and 

demonstrate the system architecture. 
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The model receives brightness and contrast adjustments to 
duplicate multiple lighting scenarios which might occur in true 
field applications. 

The augmentation methods aim to improve the model's 
flexibility by teaching it to manage common field real-world 
changes including modifications from different lighting 
situations as well as weather conditions and camera 
perspectives. The target exists to prevent model overfitting 
while making it effective when applied to new datasets. 

3.3 Model Construction 

A VGG-19 architecture based Convolutional Neural Network 
(CNN) serves as the core design for executing the disease 
classification task. VGG-19 brings credibility through its 
widespread recognition for achieving excellent results in image 
classification especially in computer vision applications. 

A network consisting of 19 layers contains convolutional layers 
with max-pooling layers that lead to fully connected layers for 
final processing. Through its layers the network unlocks image 
features starting from basic edges up to advanced features 
including textures and shapes. Plant disease detection requires 
effective identification of tiny visual symptoms because these 
appearances include minimal leaf lesions or color variations. 

The network performs disease pattern recognition through 

image processing which allows it to distinguish between healthy 

plants and diseased ones by extracting feature details. 

Supervised learning leads the model to its training by analyzing 

pairs of labeled images featuring plant leaves that are healthy 

and infected. 

Cross-validation during training allows the model to determine 

its performance on separate validation data thus preventing 

overfitting. The model utilizes SGD and Adam optimizer to 

perform training through different optimization methods which 

aim to minimize categorical cross-entropy loss. 

3.4 Model Deployment 

After validation and training the model converts to a mobile-

friendly TensorFlow Lite form which enables embedded and 

mobile devices to use it. The model can run in real time through 

the conversion process giving it independence from continuous 

internet connectivity when performing directly on mobile 

devices. Mobile smartphones with different configurations can 

efficiently run this model because of TensorFlow Lite 

framework capabilities. 

The web application presents the model inside an interface that 

makes it simple for consumers to interact with the system. The 

mobile camera enables users to take pictures of plant leaves so 

the model can perform disease detection in real-time within the 

mobile device. The application provides instant feedback to 

users by displaying the leaf condition status that includes 

disease confirmation and classification along with confidence 

rating information. 

The system offers users a web-based platform to send image 

data for scientific evaluation. Users can utilize a beneficial 

system function that allows them to import pictures from 

different platforms with higher camera capabilities. 

Plant health monitoring can be achieved fully through the 

mobile application database because it offers complete disease 

type knowledge paired with symptom details and treatment 

approaches. 

3.5 User Interaction and Real-Time Disease Detection 

Through the Android platform users can enable real-time 

access to the model. The mobile phone camera enables users to 

achieve high-resolution leaf images so they can directly 

identify diseases through visible symptoms. Users receive 

important disease development information about detected 

pathologies and treatment and preventive advice through 

analysis enabled by the application. 

The application has designed an efficient operational system 

which can run on low-end hardware. Rural farmers gain 

essential functions through this application because their 

operations depend on basic equipment and intermittent access 

to the internet. 

4.CONVOLUTIONAL NEURAL NETWORK 

ARCHITECTURE (VGG-19) 

 

Fig 2: CNN Architecture for Plant Disease Detection 

4.1 Convolution Layer 

The output features from this layer emerge when the filter 

moves across each area of the input image to create the 

feature map. This component processes images to obtain 

essential elements and characteristics which serve as 

fundamental inputs for network analysis operations (Fig. 

3). 

 

Fig 3: Convolution Layers in CNN Architecture 

http://www.ijsrem.com/
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4.2 Pooling  Layers 

Model efficiency and speed increase as dimension reductions 

of feature maps occur through these layers without sacrificing 

important data or information content. Single values obtain 

pooled information from neighboring pixel groups to reduce 

the total number of network parameters it must learn. 

The main types of pooling exist as Max Pooling and Average 

Pooling. 

The network selects the most important features it identifies 

through the process of Max Pooling by determining the highest 

value present within pixel clusters. 

The average pooling method generates a single statistics point 

through mean calculation of selected pixel values within the 

region to present generalized features. 

 

Fig 4: Pooling Layer in CNN 

4.3 Activation Functions 

The network uses these functions to acquire the capability to 

understand complex non-linear patterns. Without activation 

functions the model would exclusively recognize basic linear 

patterns because their absence creates substantial limitations in 

problem-solving abilities. 

The Rectified Linear Unit stands as a leading activation 

function for convolutional neural networks because 

The ReLU function transforms negative values in its output to 

zero whereas it maintains positive values at their original state. 

The neural network benefits from training speedup in addition 

to protected learning functionality in deeper layers due to this 

technique. 

4.3 Fully Connected Layers: 

Before proceeding to the fully connected part of the network 

the previous layer data transforms into a one-dimensional 

vector. The vector receives input which becomes fundamental 

for subsequent steps of classification. 

Fully Connected Layer uses the extracted data from feature 

layers which undergo vector reformulation prior to next 

processing stages. 

The first fully connected layer distributes weights across input 

characteristics before starting its prediction process for the 

proper output classification. 

The last fully connected segment returns a set of probabilities 

that indicate how confident the model is about each possible 

class or label. 

 

 Fig 5: Fully Connected Layers in VGG-16 Architecture 

VGG-19 represents a strong convolutional neural network 

composed of numerous layers which previously received 

training from a big-scale image database. Visual pattern 

recognition capabilities of this system are highly effective 

because it detects shapes and textures and recognizes 

structures. The deep architecture of VGG -19 successfully 

manages sophisticated image classification duties because it 

received comprehensive training on several million images. 

Fig 6: VGG-19 architecture 

5. METHODOLOGY 

The research approach for this project relies on traditional plant 

disease detection methods which exclude artificial intelligence 

along with machine learning models. Several well-defined 

stages make up the process which drives both systematic 

identification as well as result presentation. 

1. The initial project requirement analysis revealed two main 

objectives to develop a web access system that presents 

http://www.ijsrem.com/
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information about plant diseases together with their symptoms 

and cure methods. The application targets three user groups 

which include farmers alongside agricultural students and 

gardening professionals. 

2. Reliable agricultural databases together with research 

articles and government resources served as the information 

sources for disease-related plant data collection. Every disease 

entry contains information about plant name, disease name, 

visible symptoms, causes which include fungal, bacterial and 

viral diseases, preventive methods and control measures 

together with reference images to help with visual 

understanding. 

3. The website implements HTML5 for content structure and 

CSS3 for design style alongside JavaScript for supporting 

client operations and Bootstrap for adaptive design principles 

alongside Flask (utilizing Python) for server-side management 

(addition dependent on implementation needs). This platform 

contains the following webpages: main home display and 

services listings and disease image exhibits within a gallery 

framework alongside separate information about the project 

together with organizer logistics and user dialog interface (the 

search function exists as an optional feature). 

4. The project presents a static disease display gallery which 

organizes plant disease images by category instead of AI 

prediction methods. A caption together with a description 

accompanies every image included in the presentation. The 

system enables users to review images together with 

descriptions which assist manual symptom comparison to 

detect plant diseases. 

5. The Contact and Vendor Registration pages received new 

User Interaction Forms as an enhancement. Through the 

interface users have the ability to ask queries or to register as 

new vendors. The same page shows temporary input data either 

directly or via JavaScript or Flask template redirection. 

6. RESULTS AND DISCUSSION 

The implemented leaf detection system named LeafLogic 

operates through the web with a convolutional neural network 

architecture that performs precise disease classification 

capabilities. Plant species from various categories can obtain 

real-time disease predictions from the system which accepts 

image submissions. 

6.1 Model Performance 

The CNN model processed more than 50,000 labeled images 

from PlantVillage which led to the result as shown in fig 7. 

The CNN model reached 97.8% success in recognizing items 

on its validation data set. 

Disease detection showed high reliability because major 

disease categories attained precision, recall and F1-scores 

above 95% throughout the experiment. 

The confusion matrix showed minimal errors between diseases 

that appeared similar visually. 

 

Fig 7: Result of Detection and Recognition of Corn, tomato 

and Pepper bell Plant 

6.2 Web Interface Evaluation 

HTML with CSS combined with Bootstrap and JavaScript 

created the front-end section of the web application. 

The application utilizes Flask with Jinja templates to 

implement both back-end logical operations and model 

integration features. 

The platform allows users to upload leaf images and get disease 

predictions which show the detected disease class and a 

matching confidence value. 

The web application includes a disease collection, vendor 

enrollment system and maps in combination with social 

networking links accessible from the contact page. 

6.3 User Testing and Feedback 

• Twenty people total—farmers, students, and agricultural 

professionals—tested the system fig 6.  

 

• Of users, 85% thought the interface was clear and simple. 

 

• Ninety percent of users said the results were accurate and 

useful for decision-making.  

 

• Plans for next iterations call for including regional language 

support and treatment recommendations. 
 

http://www.ijsrem.com/
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Fig 8: User Feedback on Website Interface 

7. CONCLUSION 

This project makes early identification of plant diseases simpler 

and more accessible, so providing smart, useful support to 

farming. Simple design in mind, it enables agricultural 

professionals and farmers to act quickly and boldly to safeguard 

their crops, so improving yields and reducing losses.  

This instrument provides a consistent approach to control risk 

in a more sustainable way given the growing difficulties 

presented by pests and changing climate. Real user experiences 

will define future developments, hence it will be even more 

valuable over time. Simple plant health monitoring helps the 

system contribute to a more resilient approach to modern 

farming and strengthens, more secure food production. 

8. REFERENCES 

1. Ferentinos, K. P. (2018). Deep learning models for plant 

disease detection and diagnosis. Computers and Electronics in 

Agriculture, 145, 311–318. 

https://doi.org/10.1016/j.compag.2018.01.009 

2. Fuentes, A., Yoon, S., Kim, S. C., & Park, D. S. (2017). A 

robust deep-learning-based detector for real-time tomato plant 

diseases and pests recognition. Sensors, 17(9), 2022. 

https://doi.org/10.3390/s17092022 

3. Kamilaris, A., & Prenafeta-Boldú, F. X. (2018). Deep 

learning in agriculture: A survey. Computers and Electronics 

in Agriculture, 147, 70–90. 

https://doi.org/10.1016/j.compag.2018.02.016 

4. Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). 

ImageNet classification with deep convolutional neural 

networks. Advances in Neural Information Processing Systems, 

25, 1097–1105. 

5. Mohanty, S. P., Hughes, D. P., & Salathé, M. (2016). 

Using deep learning for image-based plant disease detection. 

Frontiers in Plant Science, 7, 1419. 

https://doi.org/10.3389/fpls.2016.01419 

6. PlantVillage Dataset. (2015). Public dataset for plant 

disease classification. Penn State University. 

https://www.plantvillage.psu.edu/ 

7. Singh, R., & Sharma, P. (2020). Application of deep 

learning techniques in plant disease detection. Journal of 

Agricultural Informatics, 11(2), 25–34. 

 8. Wallelign, S., Polceanu, M., & Buche, C. (2018). Soybean 

plant disease identification using convolutional neural network. 

In Proceedings of the 31st International Florida Artificial 

Intelligence Research Society Conference (FLAIRS), 146–151. 

9. Government of India. (2022). Digital Agriculture Mission 

2021–2025. Ministry of Agriculture & Farmers Welfare. 

https://agricoop.gov.in/ 

10. Moghadam, P., Ward, D., Goan, E., & Jayawardena, S. 

(2017). Plant disease detection using hyperspectral imaging. In 

IEEE International Conference on Industrial Technology 

(ICIT), 139–144. https://doi.org/10.1109/ICIT.2017.7913088 

11. Khirade, S. D., & Patil, A. B. (2015). Plant disease 

detection using image processing. In International Conference 

on Computing Communication Control and Automation 

(ICCUBEA), 768–771. 

https://doi.org/10.1109/ICCUBEA.2015.106. 

BIOGRAPHIES  

 

 

 

 

Brijesh Kumar Kushwaha is a final-year B.Tech student in 

Information Technology at (Bansal Institute of Engineering and 

Technology (BIET)) with a keen interest in web development 

and agricultural applications. He focuses on building practical 

digital solutions for early plant disease detection to support 

farmers and promote sustainable agriculture. His work blends 

technical skills with real-world impact, aiming to improve crop 

health management through user-friendly platforms. 

 

 

http://www.ijsrem.com/
https://doi.org/10.1016/j.compag.2018.01.009
https://doi.org/10.3390/s17092022
https://doi.org/10.1016/j.compag.2018.02.016
https://doi.org/10.3389/fpls.2016.01419
https://www.plantvillage.psu.edu/
https://agricoop.gov.in/
https://doi.org/10.1109/ICIT.2017.7913088
https://doi.org/10.1109/ICCUBEA.2015.106

