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Abstract 

Over the last few years, strides made in artificial intelligence have greatly improved the identification of chest X-ray 

pneumonia. This paper examines and contrasts multiple approaches where contemporary neural networks and data-centric 

methods have been employed to enhance diagnostic precision. These approaches feature a combination of EfficientNetB7 

and Squeeze-and-Excitation modules, a PD-Net variant based on ResNet50, and a YOLOv8 system reinforced by the 

generation of synthetic images using FILM and PCA methods. Every strategy has its own merits: EfficientNetB7's feature 

extraction skill is unparalleled, the balance YOLOv8 maintains between the quality of detection and the speed of 

processing is commendable, and ResNet50 is a solid transfer learning backbone tailored for hospital settings. This‌‌‌review‌

additionally‌ stresses‌ the‌ requirement‌ for‌ balanced‌ datasets,‌ the‌ application‌ of‌ explainable‌ artificial‌ intelligence‌ (AI)‌

techniques‌ like‌ Grad-CAM‌ for‌model‌ debugging,‌ augmented‌ data,‌ and‌ explainable‌AI‌ frameworks‌ to‌ provide‌more‌

transparency‌ to‌ the‌ end-users,‌ the‌ clinicians.‌ The‌ integration‌ of‌ diverse‌ and‌ interpretable‌ data‌ with‌ computational‌

efficiency‌is‌highlighted‌by‌this‌study‌as‌the‌main‌factor‌for‌reliable‌AI‌systems‌for‌the‌detection‌of‌pneumonia‌in‌vivo‌

clinical‌‌‌settings. 

Keywords— Prenumonia detection/ Deep learning/ Comparative review/ CNN/ Explainable AI/ XAI/ Radiology/ Chest 
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INTRODUCTION 

Pneumonia still causes a significant amount of global illness. Pneumonia causes a significant amount of global illness and 

death and remains a large burden on healthcare systems worldwide, regardless of development. [1] Healthcare systems in 

both developing and developed countries feel the burden of poorly managed Pneumonia in the population. Diagnosis of 

Pneumonia has classically relied on chest imaging, with chest x rays and chest CT being the most commonly used. While 

the imaging techniques as mentioned will always continue to be the gold standard in diagnosis, the diagnosis remains the 

dependant on the subjective interpretation of the radiologist. This subjectivity, especially with the more subtle cases and 

the atypical cases, can cause delays and mistakes‌to‌the‌point‌of‌the‌presentation‌being‌‌life‌threatening.‌Pneumonia’s‌

poorly managed cases highlight the greater necessity of accurate and efficient diagnostic methods that have a degree of 

objectivity to aid the clinician and enhance the outcome for the patient, both on a cost and resource usage basis.  [1][3] 

The adoption of Artificial Intelligence (AI), especially Deep Learning (DL), has been extraordinarily rapid in medicine, 

propelled mainly by high-performance computing and large-scale medical datasets [1]. Among various techniques, 

Convolutional Neural Networks (CNNs) have been very effective in the automatic identification of lung diseases [1], [4], 

[5]. Models of this kind are currently even capable of matching or surpassing human diagnostic accuracy, thus, they are 

able to make diagnoses quicker, more stable, and of a high degree of trust [1]. The previous works in this field have been 

based on conventional CNN architectures [4]–[6]. However, continuous breakthroughs have led to more advanced and 

specialized deep learning architectures.The paper states that primary to these phenomenal results is the ensembling of 

models like PneuX-Net which achieve classification accuracies of up to 99.91% [7]. Similarly, object detection 

frameworks like YOLOv8 that are refined by artificial image generation to compensate for dataset imbalance have attained 

very good results—around 97% accuracy in differentiating pneumonia and COVID-19 cases [8]. Recently, researchers 

have also looked at alternative concepts such as Kolmogorov–Arnold Networks (KANs) which, apart from high accuracy 

(98.84%), also offer better interpretability of the model than a standard CNN classifier [9]. 

https://ijsrem.com/


         
              International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 09 Issue: 11 | Nov - 2025                               SJIF Rating: 8.586                                         ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | https://ijsrem.com                                 DOI: 10.55041/IJSREM53647                                          |        Page 2 
 

I. The significant advancements in supercomputing power over the past few years combined with the availability of 

very large medical datasets has considerably facilitated the adoption of Artificial Intelligence, particularly Deep Learning, 

in the field of medical image interpretation [1]. Among these techniques, Convolutional Neural Networks have 

demonstrated brilliant ability in the automated detection of lung abnormalities [1], [4], [5]. Presently, such systems have 

the potential of equaling and even outperforming the diagnostic accuracy of human experts, as they provide faster, more 

standardized, and highly reliable image evaluations [1]. The transition of this field of study was based on the use of 

conventional CNN architectures [4]–[6]. Nevertheless, continuous research and development have been leading to more 

and more sophisticated and finely tuned deep learning architectures. According to recent publications, such superlative 

results are reported as a consequence of the use of ensembling PneuX-Net models reaching up to 99.91% classification 

accuracy [7]. In the same vein, the rather impressive performance of around 97% accuracy in the identification of 

pneumonia and COVID-19 samples is being attributed to the use of the object detection framework like YOLOv8 that 

was improved through generating synthetic images to tackle the problem of dataset imbalance [8]. Most recently, the 

possibility of using novel structures such as Kolmogorov–Arnold Networks (KANs) has been considered showing that in 

addition to very high accuracy (98.84%) KANs also provide an easily understandable model when compared to the 

conventional CNN classifiers [9]. 

Besides binary classification, some machine learning models have been employed in prediction of the disease progression 

and outcomes, such as the prediction of mortality risk and ICU admission which can be regarded as the first step in the 

creation of clinical decision support systems [10]. Despite this, the clinical utilization of these types of technology is still 

at a very low level. One of the main reasons for this is the "black box" issue of deep learning that may cause the clinicians' 

trust in the system to diminish [1]. The invention of Explainable AI (XAI) Gradient-weighted Class Activation Mapping 

(Grad-CAM), which tries to help the user understand the deep learning predictions in a visual manner, can be considered 

a step towards not only lessening the problem but also toward AI decision-making transparency [8], [11]. Furthermore, 

the thorough surveys in this domain have recognized that besides these problems, the major issues of the reviewed papers 

are very high bias, lack of dataset diversity, and limited external validation [10]. When promotion of high accuracy 

performance is made, a certain degree of skepticism may be present based on the assumption that the issues are there, and 

hence, it may be difficult to recognize the actual impact on practice. 

This paper examines the developments of deep learning techniques in detecting pneumonia from medical images. It traces 

the changes of the main neural network architectures—starting from simple convolutional neural networks, through 

ensembles, and up to the latest neural networks—and the role of explainable artificial intelligence in gaining the trust of 

the clinical environment [1], [8], [11]. The article also embraces the continuing struggle against problems arising from 

data quality, model evaluation, and clinical implementation [1], [10]. Understanding of these two communities of interest 

is what the paper strives for by indicating the development of AI technology that is not only accurate but also explainable, 

trustworthy, and clinically usable. 

LITERATURE‌REVIEW 

Over the years, research in pneumonia detection through Deep Learning (DL) continues to be dominated by Convolutional 

Neural Networks (CNNs). This is largely because CNNs excel in recognizing and learning the tiered visual structures 

embedded in medical images. The research focus has shifted from using standard CNNs, to advanced ensemble systems, 

and then to more sophisticated neural network architectures tailored for enhanced performance and dependability. The 

most used approach in the literature is transfer learning, putting to work models that have been trained on large-scale 

image datasets, like ImageNet. CNNs, including VGG16, DenseNet121, MobileNet, and the ResNet family, are 

commonly used as feature extractors and baseline models for more complex architectures. Several studies have, for 

instance, customized DenseNet121 or used modified ResNet50V2 for benchmarking. Although there has been work on 

system optimization to enhance overall architecture performance, these systems have traditionally served as the baseline 

on which more specialized architecture designs are developed. 

To go beyond the performance of baseline models, the researchers have progressively opted for hybrid and ensemble-

based approaches. Ensemble learning combines the power of several architectures, thus enhancing stability and predictive 

performance. To this effect, combinations of diverse CNN structures may be used as an example, VGG16 and 

ResNet50V2 [6] being integrated with a customized CNN, or feature-level ensembling may be applied for more in-depth 

representation learning. 
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One of the significant works in this area is PneuX-Net [7] that not only extracts features with an Xception backbone but 

also blends them with the outputs of several machine learning classifiers, among them Random Forest (RF), Gaussian 

Naïve Bayes (GNB), and K-Nearest Centroid (KNC). A classification accuracy as high as 99.91% is what this model got. 

In the same way, object detection-based architectures like YOLOv8 have been talked about; Hasib et al. [8] proved its 

strong performance, thus achieving 97% accuracy for the differentiation between pneumonia and COVID-19 cases, which 

is a step forward as compared to the previous CNN models like InceptionV3. 

Researchers call for hybrid and ensemble-based approaches to surpass the capabilities of baseline models. Ensemble 

learning merges the strengths of multiple architectures, thereby improving stability and predictive performance. These 

models could, for instance, combine different CNN architectures, such as a tailored CNN, VGG16, and ResNet50V2 [6], 

or use feature-level ensembling for deeper representation learning. A significant stepping stone in this field is PneuX-Net 

[7] that uses an Xception backbone to get features and combines the outputs with a bunch of machine learning classifiers 

like Random Forest (RF), Gaussian Naive Bayes (GNB), and K-Nearest Centroid (KNC). The model got an astonishing 

classification accuracy of 99.91%. Correspondingly, object detection-based architectures like YOLOv8 have drawn the 

interest of the researchers; Hasib et al. [8] exhibited its solid performance, achieving 97% accuracy in differentiating 

pneumonia from COVID-19 cases, thus leading to a performance better than that of the earlier CNN models like 

InceptionV3. 

Innovations of the recent past are also willing to bet on new neural paradigms that are different from the current ones. One 

of the very few examples of such is JAM-net by Romano et al. [9], which uses Kolmogorov–Arnold Networks (KANs) 

in place of traditional Multi-Layer Perceptrons (MLPs). Besides the very high accuracy of 98.84% it attained, this new 

structure also shows the way to the model interpretability to become easier as compared to the use of traditional CNN-

based models [9]. 

With overall classification accuracy going higher and higher, research has taken a wider turn to cover more clinically 

meaningful goals. Diseases severity prediction is one of the emerging goals beyond infection detection. Modelling systems 

have been challenged to predict patient mortality and the probability of Intensive Care Unit (ICU) admission thus coming 

a big step closer to real-world clinical decision support [10]. Simultaneously, the so-called "black box" problem is still 

there - a large number of deep learning models are not interpretable, which can cause the distrust of clinicians [1]. 

Therefore, Explainable AI (XAI) techniques like Gradient-weighted Class Activation Mapping (Grad-CAM) gain more 

and more prominence. Such visualization tools give a hand in understanding model logic by creating the areas of interest 

on the input, which is typical for YOLOv8 and other CNN-based frameworks [8], [11], thus making a step closer to human 

understanding from algorithmic performance. 

Even with the rapid technological progress, the literature has been pointing out the same limitations and challenges that 

have not been solved yet. The most significant of these is the problem of dataset imbalance, as pneumonia datasets usually 

have a lot more normal samples than abnormal ones, which results in bias to training outcomes. In order to eliminate this 

bias completely, scientists are using synthetically created augmentation techniques to make underrepresented classes 

bigger in terms of the number of samples and to get the performance to be stable as well [8]. Nevertheless, there are still 

some major problems that remain. A recent systematic review [10] revealed that many of the high-performing studies 

have problems with limited diversity of the dataset, bias, and lack of external validation. For example, PneuX-Net [7] 

models that have been held up as accurate are usually tested on one dataset—most of the time a pediatric one—which 

makes it hard to tell if they can work with different populations and clinical contexts. 

To sum up, DL models have been able to make the right diagnosis of pneumonia most of the time, but their use outside 

the laboratory is still restricted by data problems, interpretability problems, and lack of testing across different hospitals. 

Without overcoming these problems, it will not be possible to use the high-accuracy algorithms as clinically reliable AI 

systems that can be deployed in the real world. 

https://ijsrem.com/
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Title / Study 
Author(s) / 

Year 

Techniques / 

Methods Used 

Algorithms or 

Models 
Primary Objective 

Limitations / 

Observed 

Drawbacks 

JAM-net: A KAN-

based Deep Neural 

Network for 

Pneumonia 

Detection in Chest 

X-Rays 

Irene 

Amerini 

(2025) 

Transfer‌

learning,‌

advanced‌neural‌

network‌design 

DenseNet169,‌

Kolmogorov–

Arnold‌Networks‌

(KAN),‌

Convolutional‌

KANs‌(CKAN) 

To‌evaluate‌whether‌

newer‌architectures‌

such‌as‌KANs‌and‌

CKANs‌can‌

outperform‌

traditional‌MLP‌

models‌in‌pneumonia‌

detection,‌while‌also‌

enhancing‌

interpretability‌

[2908,‌2932]. 

High‌computational‌

complexity‌and‌

memory‌

requirements;‌

significantly‌longer‌

training‌times‌than‌

MLP-based‌systems‌

[3071,‌3072]. 

YOLOv8 

Framework for 

COVID-19 and 

Pneumonia 

Detection Using 

Synthetic Image 

Augmentation 

Lip Yee Por 

& Chin Soon 

Ku (2025) 

Synthetic‌image‌

augmentation,‌

transfer‌

learning,‌

Explainable‌AI‌

(XAI) 

YOLOv8,‌

InceptionV3,‌

DenseNet,‌

ResNet,‌Grad-

CAM 

To‌create‌a‌robust‌

model‌using‌

synthetic‌data‌and‌

XAI‌tools‌to‌improve‌

pneumonia‌and‌

COVID-19‌

classification‌

accuracy‌and‌

interpretability‌

[3789]. 

Synthetic‌data‌may‌

not‌reflect‌full‌real-

world‌variability;‌

occasional‌

misclassification‌of‌

normal‌X-rays‌as‌

pneumonia‌persists‌

[4312,‌4317]. 

PneuX-Net: 

Enhanced Feature 

Extraction and 

Transformation 

Approach for 

Pneumonia 

Detection in X-ray 

Images 

Atiq Ur 

Rehman & 

Muhammad 

Usama 

Tanveer 

(2025) 

Ensemble-based‌

feature‌

extraction 

Xception‌

backbone‌with‌

Random‌Forest‌

(RF),‌Gaussian‌

Naïve‌Bayes‌

(GNB),‌and‌K-

Nearest‌Centroid‌

(KNC)‌classifiers 

To‌propose‌an‌

ensemble‌framework‌

that‌strengthens‌

feature‌extraction,‌

reduces‌overfitting,‌

and‌achieves‌higher‌

diagnostic‌accuracy‌

[1191,‌1195]. 

Validation‌limited‌to‌a‌

single‌pediatric‌

dataset;‌

generalizability‌

across‌ages‌and‌

clinical‌settings‌

remains‌uncertain‌

[1761]. 

Application of 

Artificial 

Intelligence in 

Radiological Image 

Analysis for 

Pulmonary Disease 

Diagnosis: A Review 

Karolina 

Zalewa 

(2025) 

Literature‌

review‌and‌

analysis‌of‌AI‌

methods‌in‌

radiology 

Surveys‌CNN,‌

ML,‌and‌DL-

based‌

architectures‌[545,‌

551] 

To‌review‌AI‌

applications‌in‌

pulmonary‌disease‌

diagnosis‌and‌assess‌

current‌integration‌

challenges‌in‌clinical‌

workflows‌[545,‌

546]. 

Identifies‌field-wide‌

barriers‌including‌

limited‌dataset‌

diversity,‌model‌

opacity‌(“black‌box”‌

issue),‌and‌workflow‌

integration‌difficulties‌

[553,‌722,‌725]. 

The Use of Machine 

Learning-based 

Models to Predict 

the Severity of 

Community-

Acquired 

Pneumonia: A 

Systematic Review 

Brian W. 

Johnston 

(2025) 

Systematic‌

literature‌review 

Neural‌Networks,‌

Naïve‌Bayes,‌

Random‌Forest,‌

Support‌Vector‌

Machine‌(SVM) 

To‌evaluate‌ML‌

models‌used‌to‌

predict‌CAP‌severity,‌

focusing‌on‌ICU‌

admission‌and‌

mortality‌prediction‌

[1909]. 

High‌variability‌in‌

methodology‌and‌

datasets,‌substantial‌

bias,‌and‌lack‌of‌

reproducibility‌across‌

studies‌limit‌cross-

comparison‌[1913]. 

 

https://ijsrem.com/


         
              International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 09 Issue: 11 | Nov - 2025                               SJIF Rating: 8.586                                         ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | https://ijsrem.com                                 DOI: 10.55041/IJSREM53647                                          |        Page 5 
 

 

In‌‌‌spite‌of‌the‌rapid‌technical‌progress,‌literature‌keeps‌pointing‌out‌several‌limitations‌and‌challenges‌that‌have‌not‌been‌

solved‌yet.‌The‌most‌important‌one‌is‌the‌issue‌of‌dataset‌imbalance,‌as‌pneumonia‌datasets‌usually‌have‌a‌lot‌more‌normal‌

samples‌than‌abnormal‌ones,‌which‌means‌that‌training‌outcomes‌are‌biased.‌To‌solve‌it,‌researchers‌have‌started‌using‌

synthetic‌augmentation‌techniques‌to‌artificially‌create‌more‌samples‌in‌the‌underrepresented‌classes‌and‌thus‌make‌the‌

models'‌performance‌more‌stable‌[8].‌However,‌there‌are‌still‌bigger‌problems‌beyond‌these.‌A‌recent‌systematic‌review‌

[10]‌has‌pointed‌out‌that‌many‌of‌the‌high-performing‌studies‌have‌problems‌with‌limited‌dataset‌diversity,‌bias,‌and‌lack‌

of‌external‌validation.‌For‌example,‌PneuX-Net‌[7]‌type‌of‌models‌that‌show‌impressive‌accuracy‌and‌have‌been‌validated‌

mostly‌on‌a‌single‌dataset—usually‌a‌pediatric‌one—thus‌it‌is‌difficult‌to‌support‌the‌claims‌of‌generalizability‌to‌different‌

populations‌and‌clinical‌settings. 

Summing‌up,‌DL‌models‌have‌set‌the‌bar‌high‌in‌terms‌of‌diagnostic‌accuracy‌of‌pneumonia‌and‌have‌been‌able‌to‌detect‌

the‌disease‌with‌great‌precision,‌yet‌their‌practical‌implementation‌is‌hampered‌by‌limitations‌in‌data,‌interpretability,‌and‌

lack‌of‌cross-institutional‌testing.‌Overcoming‌these‌obstacles‌is‌the‌only‌way‌of‌making‌the‌high-accuracy‌algorithms‌

trusted‌AI‌systems‌that‌can‌be‌used‌in‌clinical‌‌‌practice. 

 

6.‌Evaluation‌Metrics‌and‌Results 

Model Accuracy Precision Recall 
F1-

Score 
AUC Remarks 

Behera (EfficientNetB7 + 

SE) 
98.31% ≈0.99 ≈0.99 ≈0.99 ≈1.00 Highest‌reported‌accuracy;‌pediatric‌cohort 

Hasib (YOLOv8 + 

FILM/PCA) 
97% 0.97 0.97 0.97 — 

Balanced‌ performance;‌ improved‌ recall‌ post-

augmentation 

PD-Net (ResNet50) 95% 0.94 0.96 0.95 0.97 Strong‌recall;‌simple‌architecture 

Interpretation: 

In‌‌‌principle,‌all‌models‌are‌capable‌of‌diagnosing‌with‌high‌performance,‌but‌the‌content‌of‌the‌dataset‌and‌the‌strategies‌

for‌augmenting‌the‌data‌have‌a‌significant‌ impact‌on‌the‌comparison‌of‌ the‌models.‌The‌figures‌of‌Behera‌are,‌ to‌all‌

numerical‌extents,‌the‌highest,‌however,‌they‌are‌from‌a‌children's‌dataset,‌so‌it‌is‌necessary‌to‌be‌cautious‌when‌making‌

‌‌generalizations. 

 

7.‌Strengths,‌Limitations,‌and‌Practical‌Insights 

Study Strengths Limitations 

Behera‌ (EfficientNetB7‌

+‌SE) 

Exceptional‌ accuracy;‌ strong‌ feature‌

recalibration‌through‌SE‌blocks;‌effective‌use‌of‌

Grad-CAM. 

Computationally‌ intensive;‌ potential‌

overfitting‌risk;‌large‌model‌footprint. 

Hasib‌ (YOLOv8‌ +‌

FILM/PCA) 

Directly‌ addresses‌ class‌ imbalance;‌ integrates‌

localization‌and‌XAI;‌reproducible‌setup. 

Synthetic‌ data‌ may‌ introduce‌ artifacts;‌

requires‌validation‌against‌real‌samples. 

PD-Net‌(ResNet50) 
Lightweight‌ and‌ clinically‌ deployable;‌ high‌

recall‌for‌screening. 

Slightly‌ lower‌ accuracy;‌ lacks‌ advanced‌

augmentation‌or‌attention‌layers. 

Review‌/‌Implementation‌

Perspective 

Suggests‌ efficient‌ attention-based‌ and‌

transformer‌architectures‌for‌constrained‌devices. 

Highlights‌need‌for‌larger,‌diverse‌datasets‌

for‌generalization. 

 

8.‌Practical‌Recommendations 

Interpretation:‌‌‌ 

All‌models‌have‌been‌able‌to‌deliver‌excellent‌diagnostic‌performance.‌However,‌ the‌composition‌of‌the‌datasets‌and‌

augmentation‌strategies‌have‌a‌significant‌impact‌on‌how‌the‌results‌can‌be‌compared.‌Behera's‌outcomes‌are‌the‌highest‌

in‌numbers,‌but‌since‌they‌are‌from‌a‌pediatric‌dataset,‌it‌is‌necessary‌to‌take‌caution‌when‌generalizing. 

To‌achieve‌the‌highest‌classification‌accuracy:‌EfficientNetB7‌+‌SE‌(Behera)‌should‌be‌replicated,‌external‌data‌should‌

be‌used‌for‌validation,‌and‌Grad-CAM‌should‌be‌employed‌for‌interpretability. 

https://ijsrem.com/
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In‌the‌case‌of‌imbalanced‌datasets‌or‌real-time‌detection:‌Hasib’s‌method‌of‌using‌YOLOv8‌+‌FILM/PCA‌can‌be‌chosen,‌

however,‌synthetic‌images‌should‌be‌clinically‌validated. 

If‌there‌are‌limited‌computational‌resources:‌PD-Net‌(ResNet50)‌with‌transfer‌learning‌can‌be‌utilized,‌which‌is‌a‌simpler‌

method‌but‌still‌robust. 

Per-class‌ metrics,‌ confusion‌ matrices,‌ and‌ Grad-CAM‌ heatmaps‌ should‌ always‌ be‌ reported,‌ and‌ ablation‌ studies‌

comparing‌real‌and‌synthetic‌data‌should‌be‌‌‌conducted. 

 

9. Reproducibility Overview 

Study Reproducibility Features Provided 

Hasib et al. Full FILM-PCA augmentation procedure, dataset counts, YOLOv8 hyperparameters. 

Behera et al. Model design (EfficientNetB7 + SE), dataset splits, Grad-CAM outputs, training settings. 

PD-Net Architecture outline (ResNet50 + dense head), key metrics, and basic training parameters. 

 

Conclusion and Summary 

The variety of contemporary deep learning techniques used for the detection of pneumonia from chest X-ray images is 

demonstrated by this comparative study. Although the authors' architectural designs, data handling strategies, 

interpretability mechanisms, and practical feasibility for real-world healthcare applications vary greatly, all of the models 

evaluated in the paper demonstrate strong diagnostic capabilities. 

With a reported accuracy of 98.31% and nearly flawless AUC values, Behera et al.'s EfficientNetB7 enhanced with 

Squeeze-and-Excitation (SE) blocks is the most performance-oriented configuration to convey the longest line of their 

work. The integration of Grad-CAM visualization in the study elevates clinical transparency, which is why radiologists' 

validation is crucial. However, without further training or trimming, the EfficientNetB7 is not the best option for general 

clinical settings due to its weight and exclusive dependence on a pediatric dataset. 

However, the YOLOv8 system by Hasib et al. is a good illustration of how operational practicality and diagnostic 

performance can be balanced. The authors were able to overcome the issue of dataset imbalance and attain very 

comparable precision and recall values (~97%) for all classes by creating synthetic images using FILM and PCA. The 

authors' innovative approach to integrating explainable AI into diagnostic pipelines that involve humans is the use of LLM 

to aid interpretability. However, clinical staff must exercise caution to ensure that images are realistic and to prevent the 

introduction of bias due to the reliance on artificially generated data. 

PD-Net‌is‌a‌practical‌approach‌that‌prioritizes‌simplicity,‌generalizability,‌and‌deployment‌feasibility.‌It‌is‌derived‌from‌

ResNet50‌with‌a‌custom‌lightweight‌head.‌Its‌high‌performance‌and‌low‌computational‌cost‌make‌it‌appropriate‌for‌edge‌

devices‌and‌ low-resource‌healthcare‌settings.‌ Its‌accuracy‌ is‌approximately‌95%,‌and‌ its‌ recall‌ is‌0.96.‌However,‌ the‌

model's‌ simple‌ design‌ allows‌ for‌ enhancement‌ by‌ incorporating‌ sophisticated‌ augmentation‌ techniques‌ or‌ attention‌

mechanisms. 

Grad-CAM‌ and‌ associated‌ explainability‌ tools‌ are‌ consistently‌ used‌ in‌ all‌ studies,‌ indicating‌ a‌ clear‌ shift‌ toward‌

transparent‌AI‌in‌medical‌imaging.‌Establishing‌ethical‌AI‌deployment‌in‌diagnostic‌workflows‌and‌fostering‌clinician‌

trust‌depend‌on‌this‌trend.‌However,‌more‌significant‌issues‌still‌exist:‌even‌the‌most‌accurate‌models'‌ability‌to‌be‌broadly‌

applied‌is‌still‌constrained‌by‌a‌lack‌of‌standardized‌benchmarking,‌inconsistent‌external‌validation,‌and‌a‌small‌diversity‌

of‌ datasets.‌ 

Practically‌ speaking,‌ the‌ results‌ point‌ to‌ three‌ complementary‌ avenues‌ for‌ further‌ study‌ and‌ application:‌ 

To‌ verify‌ their‌ stability‌ outside‌ of‌ pediatric‌ cohorts,‌ high-accuracy‌ systems‌ like‌ EfficientNetB7+SE‌ must‌ undergo‌

extensive‌testing‌on‌sizable,‌multi-institution‌datasets. 

YOLOv8+FILM/PCA‌and‌other‌augmentation-driven‌frameworks‌should‌validate‌synthetic‌data‌with‌domain‌experts‌

and‌explore‌hybrid‌augmentation‌technQiques‌that‌combine‌generated‌and‌real‌samples.‌ 

Because‌lightweight‌models‌like‌PD-Net‌are‌specifically‌designed‌for‌environments‌with‌constrained‌computational‌

resources,‌they‌can‌be‌expanded‌to‌further‌clinical‌deployment.‌ 

Actually,‌the‌next‌generation‌of‌clinically‌viable‌AI‌models‌for‌pneumonia‌detection‌will‌probably‌be‌built‌around‌the‌

https://ijsrem.com/
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combination‌of‌these‌three‌approaches:‌interpretability,‌data‌diversity,‌and‌architectural‌efficiency.‌Future‌research‌

should‌concentrate‌on‌transparency‌in‌reporting,‌reproducibility,‌and‌cross-dataset‌evaluation.‌Deep‌learning‌solutions‌

should‌transform‌from‌successful‌experiments‌into‌dependable,‌trustworthy‌instruments‌for‌real-world‌healthcare‌

diagnostics. 
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