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Abstract 

 

Reinforcement Learning has contributed to the automation of various tasks, including 

electronic algorithmic trading. The main benefit of Reinforcement Learning in financial 

applications is the relaxation of assumptions on market models and hand-picked features, 

allowing a data-driven, automated process. The performance of Reinforcement Learning agents 

on the portfolio management problem is measured. A finite universe of financial instruments 

such as stocks is selected and the trained agent is constructing an internal representation 

(model) of the market, allowing it to determine how to optimally allocate funds of a finite 

budget to those assets. The agent is trained on the actual market prices. The performance metrics 

are then compared with those of standard portfolio management algorithms on a dataset that has 

not been used before. A successful agent can be used as a consulting software for portfolio 

managers or it can be used for low-frequency algorithmic trading. Moreover, it can allow us to 

identify the missing pieces of the existing models and suggest directions to improve them. 

 

 

1 Introduction 

 

In most developed countries, a high percentage of the population invests in various assets apart 

from minimal-risk bank deposits. But the same number is quite low for developing countries 

like India. Financial literacy cannot be created  overnight, which  is why we need a solution that 

automates the investments of low-risk groups. We intend to leverage Reinforcement Learning to 

maximize long-term returns on various assets with minimum risk. Reinforcement learning is 

the branch of machine learning that deals with optimal sequential decision-making, which has 

traditionally been used in the gaming industry. 

[1] Reinforcement learning addresses a problem that most other learning techniques do not: it takes 

into account the computational issues that arise when an agent-environment interaction takes place. 

It does so by using a framework that defines the interaction between the agent and the environment 

in terms of states, actions, and rewards.[2] Traditionally, statistical methods and processes have 

been used by equity researchers and traders to find trading opportunities in the financial markets. 

But a huge chunk of retail investors and small-scale traders are unaware of these methods 

because of their lack of understanding of these methods. Reinforcement learning presents an 

opportunity to provide access to the same to the masses oblivious to complex mathematics. In this 
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paper, we explore the Portfolio Management problem using Reinforcement Learning. The major 

challenge faced with asset allocation strategies is estimation errors in forecasting expected returns 

used in the construction of an investment portfolio. This estimation error tends to be magnified to 

a greater extent in optimization problems, which in most cases leads to under-performance of these 

strategies compared to naive strategies like ones that allocate capital equally across all assets. An 

added challenge to the problem is accounting for the transaction costs associated with the 

frequent rebalancing of a portfolio. Entering and exiting positions frequently to take advantage of 

short-term or medium-term market movements tends to undermine the long-term objectives of a 

portfolio by increasing trading costs and thus leading to reduced returns. After the successful 

implementation of a Deep Q-Network (DQN) by Google DeepMind[3], there has been an 

explosive adoption of Reinforcement Learning across many fields. 

The solution to the portfolio management problem is one that accurately interprets market 

trends in the short to medium-term time frame and uses that interpretation to optimize the 

weights of various assets in the portfolio so that the returns are maximized while minimizing 

risk. 

The study aims to investigate the application of Deep Reinforcement Learning (Deep 

Reinforcement Learning) models to build a risk-reward optimized portfolio. The problem is 

modeled as a Markov Decision Process(MDP). Markov decision process problems (MDPs) 

assume a finite number of states and actions. At each time the agent observes a 

 

1 Introduction 

 

state and executes an action, which incurs intermediate costs to be minimized (or, in the inverse 

scenario, rewards to be maximized). The cost and the successor state depend only on the current state 

and the chosen action. Successor generation may be probabilistic, based on the uncertainty we have 

on the environment in which the search takes place [4] 

 

 

 

Figure 1.1: Example of a Markov Decision Process 

 

The portfolio allocation problem is modeled as a Markov Decision Process (MDP) and Deep 
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i=1 

Reinforcement Learning is used to optimize the allocation strategy. 

Three Deep Reinforcement Learning models are explored, namely A2C, DDPG, and PPO RL 

algorithms. The performance of these models is compared with each other to gain an insight into 

the individual performance of each Deep Reinforcement Learning model. 

 

 

 

1.1 Understanding the Problem 

 

A Deep Neural Network is proposed as the agent which finds an optimal policy that acts on the 

state of the environment to produce actions that maximize the reward function. The The deep 

Reinforcement Learning process is modelled as follows: P0 is the investment at time zero that we start 

with. The job of the objective function in the optimization problem is to maximize this cumulative 

portfolio value at time t. 

We define the Reinforcement Learning Configuration of our model as follows: 

• The state (S) includes the High, Low, Close, the covariance matrix of close prices and the 
identified market financial indicators that are used as inputs; 

• The action (A) is the desired weights allocation. The action at time t will be represented by the 
weights vectors at time t − 1: At−1 = Wt−1 . As a result of the action at At−1 and the state inputs, we 
will get an action or weights allocation at 

time t which is At = Wt . Taking into consideration the transaction costs, our model 

1.2 Assumptions 

 

should make a decision on how the weights are re-balanced from Wt−1 weights Wt . This is done to 

maximize the accumulative portfolio value. 

• The reward function is given based on the total portfolio value adjusted for the transaction costs. 
The reward function adjusted for transaction costs is given by: 
https://www.overleaf.com/project/625a592af63258de14692d6d 

Rt(St−1, At−1) = ln(At−1 · Yt−1 − µ 
Σn |Ai,t−1 − Wi,t−1|)(1.1) 

The reward function is fed back to the agent to reinforce the policy of making 
actions so that future actions are optimized to reach the objective function. 

• Policy, π(s, a). The policy determines the action to take that maximizes the reward at each state. In 
our case the policy is made by a Deep Neural network using a Reinforcement Learning algorithm. 

http://www.ijsrem.com/
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Figure 1.2: Basic Representation of a Deep Reinforcement Learning Framework 

 

 

 

1.2 Assumptions 

 

1.2.1 Sufficient Liquidity 

 

Liquidity refers to the ease with which an asset, or security, can be converted into ready cash 

without affecting its market price. [5] [6] The assumption that we make is that all market assets are 

sufficiently liquid and every transaction can be executed under the same conditions. 

 

1.2.2 Zero Slippage 

 

Slippage refers to all situations in which a market participant receives a different trade execution 

price than intended. We assume that the liquidity of all market assets is high enough so that, each 

trade can be carried out without slippage. 

1 Introduction 

 

1.2.3 Free Market 

 

A free market is one where voluntary exchange and the laws of supply and demand provide 

the sole basis for the economic system, without government intervention. 

 

1.2.4 Transaction Costs 

 

Transaction costs have been assumed to be 0.1% of the total value of each order. This value can 

be changed by the user to best suit their broker’s charges.

http://www.ijsrem.com/
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2 Methodology 

 

The methodology proposed for the asset allocation problem follows the following steps: 

1. Stock  Selection: We chose the 50 constituent stocks of the NIFTY50 index as the 

universe from which stocks are individually chosen depending on their volatility. Neural 

Network Auto Encoders are proposed to perform this filtration; 

2. Feature Selection and Data Pre-processing: The use of technical indicators such as 

EMA, MA, ADX, etc is done to improve the performance of the agent; 

3. Feature Reduction: To make the data easier for processing, the dimensions are reduced 

using Neural Network Auto-encoders. 

4. The Model: The core of the solution lies in the Deep Reinforcement Learning model which 

is based on the A2C, PPO, and DDPG reinforcement learning algorithms. 

5. Back-testing: The performance of the models is then tested on the test data set and the 

results of each model (A2C, PPO, and DDPG) are compared. 

 

 

2.1 Stock Selection 

 

We use the data for the 50 stocks of the NIFTY50 for the period from 01 January 2014 to 01 

January 2022 giving us a total of 1972 data points. The table in the figure 2.1 below 

shows the head of the downloaded data frame : 

 

 

Figure 2.1: List of partially filtered NIFTY50 stocks 

 

3 stocks for which the number of data points was different (less than 1972) are filtered out, leaving 

us with 47 stocks. From this set of 47 stocks, 20 with lower volatility are selected using Auto-

encoders. We construct an Auto-encoder with the total number of stocks in our input layer, we 

have an encoder layer with dimension 5 and a decoder layer with dimension 47. The stock data 

is reconstructed by passing it through the Auto-encoder and then the reconstruction error of 

each stock is calculated. We then pick the 20 stocks 

http://www.ijsrem.com/
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2 Methodology 

 

with the lowest reconstruction errors. Below is the summary of the Auto-encoder model: 

 

 

 

 

Figure 2.2: Auto-encoder model representation 

http://www.ijsrem.com/
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2.2  Feature Selection and Data Pre-processing 

 

The mechanism of the Auto-encoder model can be summed up using the following figures: 

 

 

 

 

 

 

Figure 2.3: Representation of an Auto-Encoder Model 

 

The following is the list of the selected stocks by the Auto-encoder model: 

 

 

Figure 2.4: List of Selected Stocks by the Auto-encoder Model 

 

 

 

2.2 Feature Selection and Data Pre-processing 

 

The following indicators are considered: 

1. Relative Strength Index (RSI) 

2. Simple Moving Average (SMA 

http://www.ijsrem.com/
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3. Exponential Moving Average (EMA) 

 

4. Average True Range (ATR) 

5. Moving Average Convergence Divergence (MACD) 

6. Bollinger Band Width (BBW) 

7. On-balance Volume (OBV) 

8. Chaikin Money Flow (CMF) 

9. Average Directional Index (ADX) 

10. Commodity Channel Index (CCI) 

Dimensionality reduction using unsupervised stacked restricted auto-encoder model is performed to 

reduce the number of input features from ten to four. Auto-encoders consist of two parts which are; the 

encoder, which reduces the dimensions of the input data in the latent hidden layer and the decoder, 

which reconstructs the data from the hidden layer. 

 

 

 

Figure 2.5: Flow Diagram of an Auto-Encoder Model 

 

 

 

2.3 Feature Reduction 

 

We perform the dimensional reduction of the added features (technical indicators) to optimize the 

learning process of the model. Neural Network Auto-encoders are used to perform feature 

reduction. 

The newly added 10 technical indicators are reduced to four new features. 

http://www.ijsrem.com/
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2.4 Train and Test Data Split 

 

 

 

Figure 2.6: Model for Feature Reduction 

 

 

 

Figure 2.7: Reduced Data Frame 

 

2.4 Train and Test Data Split 

 

We split both the close prices and the whole data set into train and test (trade) data. We 

used 80% of the data for training and then test on the remaining 20%. 

 

 

Figure 2.8: Training and Testing data Time frames 

 

 

 

2.5 Deep Reinforcement Learning Models 

 

Three Deep Reinforcement Learning models are implemented using the following three RL 

algorithms: 

http://www.ijsrem.com/
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2 Methodology 

 

1. Deep Deterministic Policy Gradient (DDPG). This algorithm constantly learns the State-action 

function (Q function) and uses it to determine the best policy; 

 

2. Advantage Actor-Critic (A2C) Algorithm. The algorithm consists  of  the  policy which is the 

actor and acts on the environment. The critic calculates the value function based on a set reward 

function and this helps the actor to determine the optimal policy. 

3. Proximal Policy Optimization (PPO). The PPO algorithm is an on-policy algorithm that can be 

used for discrete or continuous action space environments. 

 

The environment setup within which we implement the algorithms is made up of the stock 

constituents, the prices, the technical indicators (features), and the covariance matrix (titled 

’covs list’) derived from the one-year data at each time step. The Deep Re- inforcement 

Learning agent interacts with the environment in an exploration-exploitation manner.[7] This 

involves making decisions that will maximize rewards by considering whether to make previous 

good decisions (exploitation) or to try new decisions with the potential for greater rewards 

(exploitation). We make the assumptions that there are no short sales and all of our capital is 

used to invest in the portfolio stocks. The following algorithm gives a summary of the 

interaction within our environment. 

 

 

2.5.1 The Algorithm 

 

Input: s, state space which includes the covariance matrix for stocks and technical indicators 

 

Output: The final value of the portfolio Step By Step Process 

1. Initialize P0, w0 = ( 1 , ..., 1 ) where P0 is the initial portfolio value and w0 is the 
m m 

initial portfolio weights and m is the number of assets in the portfolio. 

 

2. Observe the state sd output portfolio weights vector wt at time t; 

3. Normalize the weights wt to sum to 1; 

4. Calculate stock returns vector 

5. rt =
 v1,t−v1,t−1 , ... vm,t−vm,t−1 , v is the closing price; 

v1,t−1 vm,t−1 
 

6. Portfolio returns for the period:(wt)
T rt; 

7. Update portfolio value Pt = Pt−1(1 + (wt)
T rt); 

http://www.ijsrem.com/
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2.6 Back-testing 

 

2.6 Back-testing 

 

2.6.1 Portfolio Weight Allocations 

 

The Deep Reinforcement Learning agents rebalance the weights of all assets at each time step using 

a policy that would maximize the cumulative returns of the entire portfolio. 

 

2.6.2 Back-testing of the Portfolios 

 

The figure below shows the cumulative returns of the Deep Reinforcement Learning models. 

The A2C model performs slightly better than the other two Deep Reinforcement Learning 

models. 

 

 

 

Figure 2.9: Back-testing on the Training Data set 

 

 

Figure 2.10: Back-testing on the Test Data set 
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2 Methodology 

 

The following table presents the performance matrices of the portfolios with the 

A2C model presenting the highest Sharpe ratio followed by the PPO and DDPG 

models. 

 

 

 

Figure 2.11: Final Result Statistics 

 

 

Conclusion 

 

Three Deep Reinforcement Learning models were used to construct portfolios and trade stocks 

using a fixed initial capital. The A2C model outperformed the other strategies while 

maximising the Sharpe ratio. But the same might not be true for a different dataset. Further scope 

lies in identifying the model which is best suited for a particular type of dataset and 

understanding the metrics to be used for labelling the datasets. 

 

 

Data Availability Statement 

The data used is publicly accessible through Yahoo Finance [8]. 
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