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Abstract - Bankruptcy prediction is a pivotal task in finance 

and accounting, offering stakeholders critical insights into a 

firm's solvency. This study explores multiple machine learning 

classifiers, including XGBoost, Random Forest, Decision 

Trees, Neural Networks, SVM, Naïve Bayes, and Logistic 

Regression, to predict corporate bankruptcy. Using the Polish 

bankruptcy dataset from UCI, various preprocessing 

techniques such as EM and K-NN imputation and SMOTE 

were applied to handle data imbalance and missing values. 

Extensive performance evaluations using cross-validation 

reveal that ensemble methods like XGBoost and Random 

Forest offer superior predictive power, providing a robust 

foundation for decision-making. The study also presents a 

web-based prediction tool developed using Flask for real-time 

assessment. Future research is directed towards integrating 

deep learning architectures and multi-source datasets for 

enhanced generalizability. 
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1.INTRODUCTION 

 
The financial stability of a company is critical for investors, 

creditors, and regulators. The timely prediction of bankruptcy 

can mitigate risks and avert major financial losses. Traditional 

methods often fall short in dynamic markets, where machine 

learning provides more adaptive solutions. With access to 

massive datasets and financial metrics, this domain is ideal for 

AI-driven analysis. The purpose of this study is to build, 

compare, and deploy several ML models to predict company 

bankruptcy with high accuracy. 

 

1.1 Motivation 

Corporate bankruptcies affect not just shareholders and 

employees but also investors, creditors, regulatory agencies, 

and the broader economy. Early detection of financial distress 

empowers stakeholders to take preemptive measures such as 

credit restructuring or operational pivoting. With the 

increasing digitization of financial records and the availability 

of open-source datasets, artificial intelligence (AI) and 

machine learning (ML) provide scalable solutions to this 

problem. 

From a technical standpoint, bankruptcy prediction benefits 

from AI’s capability to model complex non-linear 

relationships in financial data—relationships often overlooked 

by traditional econometrics. Companies maintain quarterly 

and annual reports that contain ratios on profitability, 

liquidity, leverage, and operational efficiency, making this 

domain a rich field for data mining and machine learning. 

Moreover, recent financial crises have underscored the need 

for proactive monitoring tools. For example, the 2008 global 

financial meltdown could have been better mitigated with 

early-warning predictive systems at the firm-level. This 

motivates the use of ML models trained on historical data to 

forecast insolvency years in advance. 

1.2 Problem Statement 

Despite the advancements in methods and tools, bankruptcy 

prediction faces two primary challenges that hinder the 

development of effective models. First, while domain 

experts propose various econometric indicators to describe a 

firm's condition, there is no clear methodology for 

combining these indicators into a successful predictive 

model. The absence of standardized practices often results in 

models that lack consistency or fail to generalize across 

different datasets. Second, the training data used for 

predictive models are typically imbalanced, as the number of 

successful companies far outweighs the number of bankrupt 

ones. This imbalance leads to models that are biased towards 

predicting success (majority class), even in cases where a 

company is in financial distress, ultimately reducing the 

accuracy of predictions for the minority class. 

1.3 Existing System 

The current state-of-the-art integrates financial ratios with 

network-based machine learning. Authors like Kadkhoda and 

Amiri have utilized correlation-based company networks 

combined with classifiers like Random Forests and SVMs. 

These systems show promising accuracy (up to 94%) but 

suffer from key limitations: 

• Computational Overhead: Network construction is 

computationally intensive and may not scale for real-time 

prediction. 

• Data Dependency: These models are sensitive to missing 

or noisy financial entries, which are common in real-

world datasets. 

• Static Design: Many systems cannot accommodate live 

financial feeds or user inputs, making them less useful in 

applied settings. 
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1.4 Proposed System 

The proposed bankruptcy prediction system leverages the 

UCI Polish bankruptcy dataset to predict the likelihood of 

company bankruptcies, utilizing key financial ratios such 

as profitability ratios, debt 

ratios, and liquidity metrics. This system aims to predict 

whether a company is at risk of bankruptcy based on its 

financial data, providing valuable insights to investors, 

creditors, and other stakeholders. The system focuses on 

assessing the financial stability of companies using machine 

learning models to classify them as either likely to face 

bankruptcy or not. The goal is to develop an efficient, 

accurate, and user-friendly tool for evaluating a company’s 

financial health. 

The proposed system introduces several key advancements 

over the existing systems. One of the major improvements is 

in the data preprocessing phase, where advanced techniques 

like K-Nearest Neighbours (K-NN) and Expectation-

Maximization (EM) imputation are employed to handle 

missing data more effectively, ensuring higher data quality 

and more reliable predictions. Additionally, the use of the 

Synthetic Minority Oversampling Technique (SMOTE) 

addresses class imbalance by generating synthetic examples 

of the minority class (companies at risk of bankruptcy), 

leading to better model performance. The system also 

evaluates a diverse set of machine learning models, 

including Logistic Regression, Decision Trees, Random 

Forest, XGBoost, Support Vector Machines (SVM), Naive 

Bayes, and Neural Networks. 

2. LITERATURE SURVEY 

[1] In the paper titled "Predicting Financial Distress in High-

Dimensional Imbalanced Datasets: A Multi-Heterogeneous 

Self-Paced Ensemble Learning Framework (MDPI-2025)" by 

Ruize Gao, Shaoze Cui, Yu Wang, and Wei Xu, the authors 

address the complex challenge of financial distress prediction 

(FDP), which is hindered by high-dimensional features and 

data imbalance. They propose FinMHSPE, a novel ensemble 

learning framework that incorporates pairwise data 

comparisons across multiple timeframes and uses the 

maximum relevance minimum redundancy (mRMR) 

algorithm for efficient feature selection, enhancing model 

performance in predicting corporate solvency. 

[2] In the paper titled "A Multi-Stage Financial Distress Early 

Warning System: Analyzing Corporate Insolvency with 

Random Forest (Springer-2025)" by Katsuyuki Tanaka, 

Takuo Higashide, Takuji Kinkyo, and Shigeyuki Hamori, the 

authors introduce an early warning system to differentiate 

between insolvency and bankruptcy. By applying a Random 

Forest classifier, they identify distinct financial indicators for 

each stage of distress and show that insolvency can act as an 

intermediate state with unique predictive variables. 

[3] In the paper titled "Business Failure Prediction Based on a 

Cost-Sensitive Extreme Gradient Boosting Machine (IEEE-

2024)" by Yao Zou, Changchun Gao, and Han Gao, the 

authors focus on overcoming data imbalance and poor 

interpretability in business failure prediction (BFP). Their 

proposed cost-sensitive XGBoost algorithm enhances 

predictive accuracy, outperforming traditional statistical 

techniques and earlier machine learning models by effectively 

handling minority class underrepresentation. 

[4] In the paper titled "A Hybrid Metaheuristic Method in 

Training Artificial Neural Network for Bankruptcy Prediction 

(IEEE-2023)" by Abdollah Ansari, Ibrahim Said Ahmad, 

Azuraliza Abu Bakar, and Mohd Ridzwan Yaakub, the 

authors develop a hybrid optimization technique combining 

the Magnetic Optimization Algorithm (MOA) and Particle 

Swarm Optimization (PSO) to improve the training efficiency 

of Artificial Neural Networks (ANNs). Their hybrid MOA-

PSO model achieves 99.7% accuracy in bankruptcy 

prediction, showing superior performance over other 

optimization algorithms. 

[5] In the paper titled “An Intelligent Approach for Predicting 

Bankruptcy Empowered with Machine Learning Technique 

(IEEE-2022)” by Vivek Kothuru et al., the authors perform a 

comparative study of advanced machine learning models such 

as Random Forest, XGBoost, and SVM. Their analysis 

demonstrates that ensemble learning methods provide superior 

accuracy and robustness for bankruptcy prediction, supporting 

improved financial decision-making. 

[6] In the paper titled “Predicting Company Bankruptcy 

Using Random Forest Method (IEEE-2021)” by Maria Susan 

Anggreainy, Vincent, Ishika Gurnani, and Febryan Stefanus 

Tandian, the authors utilize a Random Forest approach to 

analyze a dataset of over 6,800 firms from 1999 to 2009. 

Achieving 97.8% accuracy, their findings validate Random 

Forest as a highly effective tool for predicting bankruptcy in 

large corporate datasets. 

[7] In the paper titled “Utilizing Principal Component 

Analysis to Enhance Machine Learning in Bankruptcy 

Prediction: A Comparative Investigation (Proc. 6th Int. Conf. 

Computer. Data Sci., 2024)” by Xinming Ma et al., the 

authors explore how Principal Component Analysis (PCA) 

can optimize machine learning models in the context of 

bankruptcy forecasting. Using a Taiwanese financial dataset, 

they demonstrate that PCA reduces dimensionality while 

improving logistic regression model accuracy, suggesting 

PCA's effectiveness in preprocessing financial data. 

3. DESIGN AND METHODOLOGY 

3.1 System Architecture 

 

Fig -1: System Architecture Diagram 
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The system architecture, illustrated in Fig -1, consists of three 

key modules: User Interface, Server-Side Processing, and File 

Handling. The User Interface allows users to upload financial 

datasets (CSV) and download predictions, ensuring a smooth, 

dependency-free user experience. The Server-Side Processing 

module handles file validation, data preprocessing, and 

prediction using a pre-trained machine learning model. It also 

includes error handling for robust operation. The File 

Handling module appends predictions to the original dataset 

and generates a downloadable CSV file. 

 

3.2 Dataset 

The UCI Polish bankruptcy dataset was selected due to its rich 

64-feature set and 5-year bankruptcy indicators. 

3.3 Data Preprocessing 

Imputation techniques: 

• Mean Imputation: Simple average replacement. 

• K-NN Imputation: Contextual filling based on nearest 

neighbors. 

• EM Imputation: Statistically driven iterative estimation. 

To address class imbalance, SMOTE was used for 

oversampling the minority class (bankrupt). 

3.4 Model Training and Selection 

Models used: 

• Logistic Regression 

• Gaussian Naïve Bayes 

• Decision Trees 

• Random Forests 

• XGBoost 

• Neural Networks 

• Support Vector Machine 

Each model underwent 5-fold cross-validation, with metrics 

computed: Accuracy, Precision, Recall, AUC. 

3.5 Hyperparameter Tuning 

• XGBoost was tuned using learning rate (0.1), max depth 

(5), and 100 estimators. 

• Neural networks used a 3-layer feedforward structure 

with relu activations. 

 

 

4. IMPLEMENTATION AND DEPLOYMENT 

The system was built using: 

• Flask: Backend server for model serving. 

• Pandas, NumPy, Sklearn, Joblib: For data 

processing and model loading. 

• Joblib: For serialization of the final trained 

XGBoost model. 

4.1 Model Summary 

presents a comparative analysis of different machine learning 
algorithms based on their performance metrics. 

 

Fig -2: Model Accuracy Metrics Using Mean, k-NN, and EM 

4.2 Results  

In the results, each company is assigned a binary label under 

the "BM" column, where the value 0 signifies that the 

company is financially stable and not at risk of bankruptcy, 

while the value 1 indicates a high likelihood of the company 

going bankrupt based on its financial attributes. These 

classifications are derived from the machine learning model's 

analysis of historical financial indicators, allowing users to 

easily interpret the financial status of each entity within the 

dataset. 

 

 

 
 

Fig -3: Homepage Interface 
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Fig -4: Uploading CSV File 

 

 
 

Fig -5: predicted result 

5. CONCLUSION 

Bankruptcy prediction is a critical task that plays a significant 

role in finance and accounting by helping creditors, investors, 

and stakeholders assess the financial health of companies. In 

this study, we explored various machine learning techniques, 

such as Extreme Gradient Boosting, Random Forests, Support 

Vector Machines, and Neural Networks, among others, to 

predict bankruptcy. By leveraging a Polish bankruptcy 

dataset, we incorporated synthetic features derived from 

econometric measures to enhance the predictive power of these 

models. The data preprocessing phase addressed key 

challenges, including missing data and class imbalance, using 

techniques like imputation (Mean, k-Nearest Neighbours, 

MICE) and SMOTE oversampling. Model evaluation through 

metrics such as accuracy, precision, recall, and cross-

validation provided valuable insights into the performance of 

these models.  

 

5.1 FUTURE SCOPE 

While the study successfully demonstrated the application of 

machine learning models to bankruptcy prediction, there 

remains room for improvement and further exploration. 

Future research could focus on incorporating additional 

datasets from diverse geographical regions to improve model 

generalizability across industries and economies. 

Experimenting with more advanced techniques, such as 

ensemble learning and deep learning architectures, may 

further enhance prediction accuracy. Additionally, 

explainability in machine learning models could be 

emphasized, enabling stakeholders to interpret the results 

more effectively. Addressing evolving financial trends and 

integrating real-time data could also make the models more 

adaptive to market dynamics.  
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