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Abstract - In the medical field, it is essential to predict 

diseases early to prevent them. Diabetes is one of the most 

dangerous diseases all over the world. In modern lifestyles, 

sugar and fat are typically present in our dietary habits, which 

have increased the risk of diabetes. To predict the disease, it is 

extremely important to understand its symptoms. Currently, 

machine-learning (ML) algorithms are valuable for disease 

detection. This article presents a model using a fused machine 

learning approach for diabetes prediction. The conceptual 

framework consists of two types of models: Support Vector 

Machine (SVM) and Artificial Neural Network (ANN) models. 

These models analyze the dataset to determine whether a 

diabetes diagnosis is positive or negative. The dataset used in 

this research is divided into training data and testing data with 

a ratio of 70:30 respectively. These three models gave us 

different accuracies and simple to use. A cloud storage system 

stores the fused models for future use. Based on the patient’s 

real-time medical record, the fused model predicts whether the 

patient is diabetic or not. The proposed fused ML model has a 

prediction accuracy, which is higher than the previously 

published methods. 
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1. INTRODUCTION  

 
Diabetes is one of the most dangerous chronic diseases that 

could lead to others serious complicating diseases. Diabetes 

diseases are also called as diabetes mellitus, which describes a 

set of metabolic disease. Diabetes leads to many other kinds of 

diseases and that are- heart attack, blindness, kidney diseases 

and so on. Diabetes is also called as Diabetes Mellitus is a 

chronic disease and is considered as one of the deadliest 

diseases. Diabetes disease can be categorized as Type 1 or Type 

2. If the pancreas does not create adequate amount of insulin in 

body, is called as Type 1. In Type 2, the body either cannot 

effectively use the insulin that it produces or an inadequate 

amount of insulin is released into the bloodstream Type 1 

disease generally occurs in children and adolescents, but it can 

occur in older people. Type 2 diabetes is normally milder 

compare to people have type 2 diabetes. Type 1 diabetes can be 

cured by inserting insulin into the fatty tissue under the skin of 

patient. However, Type 2 diabetes can be cured by having a 

healthy diet, weight and exercising. Many of diseases can be 

prevented if diabetes can be diagnosed in the early stages. Early 

diagnosis and prediction of disease is possible due to recent 

technological development of IoT, Artificial Intelligence (AI) 

and Block chain in the current healthcare system. AI presented 

a paradigm shift in diabetes care from conservative 

management approaches to construct the targeted data-driven 

precision care. IoT offers connected environment to the smart 

healthcare system. ML and deep learning are AI based 

techniques. ML has a potential of improving efficiency and 

decrease the cost of treatment in the healthcare system. Various 

texts are available for diagnosis and prediction of diabetes 

based on data mining and ML. Data mining and ML methods 

are equally important to their specific objective. Data mining 

techniques are useful to extract rules and pattern from the vast 

amount of diabetes data set, while ML is significant to learn 

and automate the machine along with pattern recognition. 

Several ML techniques are used to form digital support in 

diabetes care. These include support vector machine (SVM), 

Logistic Regression (LR), neural network, Principal 

Component Analysis (PCA) based algorithm for better diabetes 

care. Various texts have been available for automatic diabetes 

detection, prediction and management via ML and AI. 

 
In this paper, we will review the several ML techniques for 

diabetes detection and prediction. There are mainly two 

categories of learning i.e. supervised and unsupervised learning 

that made foremost impacts in the detection, prediction and 

treatment of diabetes. This literature survey firstly focused on 

key words associated to the supervised and secondly on 

unsupervised ML techniques mainly from 2018 to 2020. The 

remainder of the paper is arranged as follows. Section 2 and 

section 3 represent supervised and unsupervised ML techniques 

respectively to the analysis, diagnosis, classification and 

prediction of diabetes disease. Section 4 deliberated the 

findings of the review as a part of result and discussion. Lastly, 

section 5 concludes the paper.  Supervised learning algorithms 

take direct feedback for the prediction. Supervised learning can 

be categorized in classification and regression methods. Are 

some popular algorithms of supervised learning? The basic 

objective of classification techniques is to detect and predict of 

the possibility of diabetes in patients with maximum accuracy. 

National Institute of Diabetes and Digestive Kidney Disease 

dataset and many techniques like Data transformation, 

Association rule mining is also used in. In this study, clustering 

techniques are used to predict diabetes with maximum 

accuracy. Artificial neural network outperformed with highest 

accuracy the classification algorithms were used to predict 

diabetes with maximum accuracy by applying various ML 

algorithms for instance SVM, NB Classifier, and DT. 

Experiments were implemented on PIDD (Pima Indian 

Diabetes Data Set) database and Naïve Bayes has gain highest 

accuracy i.e. proposed ensemble method that accuracy on 

PIDD dataset. The K-means clustering algorithm first 

employed to discover and delete outliers in diabetes data set 

and then classification algorithm SVM was applied. K-means 

algorithm was used to categorize the patients into Healthy and 

Diabetic clusters. In this work, healthcare dataset of pregnant 

women from healthcare is taken to build a predictive diabetics 

model. K-Means algorithm is found to be Further, due to 

having large dimension of diabetes dataset, it is significant to 

identify principal components or attributes that are 

participating in the detection and prediction of diabetes. 

Limited text is available that applied unsupervised learning for 

the prediction. 

 

http://www.ijsrem.com/
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2.RELATED WORK 

For this project, we have referenced numerous research papers 

and have gleaned valuable insights from them. 

In [1] ‘‘An ensemble approach for classification and 

prediction of diabetes mellitus using soft voting classifier” 

In [2] “Prediction of diabetes using machine learning 

algorithms in healthcare” 

In [3] “Computer Vision and Machine Intelligence in Medical 

Image Analysis” 

In [4] “An ensemble approach for classification and prediction 

of diabetes mellitus using soft voting classifier” 

3. PROPOSED METHODOLOGY                                                                          

 
Fig1.Block Diagram 

Proposed several machine learning models to classify attack are 

not, but none have adequately addressed this misdiagnosis 

problem. That can be used for this purpose are Stevens Multi 

Parameter Prediction of Diabetes Empowered with Fused 

Machine Learning. Also, similar studies that have proposed 

models for evaluation of such tumors mostly do not consider 

the heterogeneity and the size of the data Therefore, we propose 

a machine learning-based approach which combines a new 

technique of pre-processing the data for features 

transformation, SVM, Logistic regression ML algorithm give 

the best accuracy techniques to eliminate the bias and the 

deviation of instability and performing classifier tests based. 

Advantages of this model are having highest accuracy and 

reduces time complexity. 

 
Fig2.Architecture 

Our methodology consists of mainly three stages as shown in 

the above figure  

1.Data acquisition and Pre-processing 

2.Training and Testing 

3.Prediction of Diabetes 

 

3.1 Data acquisition and Pre-processing 

The dataset is PIMA Indians Diabetes (PID) dataset of 768 

female diabetic patients from the Pima Indian population near 

Phoenix, Arizona.  

This dataset consists of 268 diabetic patients (positive) and 

500 non-diabetic patients (negative) with eight different 

attributes. 

 

Fig3.PIMA dataset  

Here Eight attributes are present to determine the target 

variable i.e. diabetes.  

In this study, the PIMA Indians Diabetes dataset, which is 

taken from the Kaggle data repository and is frequently 

preferred for diabetes prediction, is used. The access link 

is https://data.world/data-society/pima-indians-diabetes-

database . The dataset’s goal is to diagnose whether or not a 

http://www.ijsrem.com/
https://data.world/data-society/pima-indians-diabetes-database
https://data.world/data-society/pima-indians-diabetes-database
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patient has diabetes based on certain diagnostic metrics 

provided in the collection. All patients here, in particular, are 

PIMA Indian women over the age of 21. 

The dataset includes the following measurements and ranges 

of clinical and physical characteristics. Pregnancies (number, 

[0–17]), glucose (value, [0–199]), blood pressure (mm Hg, 

[0–122]), skin thickness (mm, [0–99]), insulin (mu U/mL, [0–

846]), BMI (kg/m2, [0–67.1]), diabetes pedigree function 

(PDF) (value, [0.078–2.42]), age (years, [21–81]), and 

outcome (Boolean- 0, 1). The data are entirely numerical and 

comprise a total of 8 features and 768 samples. Fig 3 shows a 

few samples from the dataset. 

Then the data is pre-processed using python language. 

Preprocessing means removing null values and outliners of 

the collected data is liable to be influenced as reckless. 

Besides this, the data quality is important as it affects the 

prediction results and accuracy to a large extent. Therefore, 

Datasets need to be properly balanced and divided between 

testing and training data at a certain ratio, so that sampling can 

be done efficiently for better prediction outcomes. Sampling is 

a process of selecting a representative portion of data for 

extracting characteristics and parameters from large datasets 

consistently; therefore, it can contribute in a better manner 

concerning the training model of machine. For maintaining 

that consistency, we need to apply some sampling techniques 

(linear sampling, shuffled sampling, stratified sampling, and 

automatic sampling) on the dataset, that sampling techniques 

randomly splits the dataset into subsets and evaluates the 

prediction model. Those diverse sampling techniques perform 

dissimilar permutation and combination of a representative set 

of information from the collected data. 

Finally, the dataset is ready to train and test using different 

machine learning algorithms. 

3.2 Training and Testing 

The second phase of the proposed framework is reflected by 

the testing layer. The testing layer acquires dataset from 

medical database, and loads preprocessed training model from 

the cloud. A fused model is used to predict whether a diabetes 

diagnosis is positive or negative. Prediction accuracy is 

calculated by comparing the required output with the actual 

output. 

The ANN model is trained with the preprocessed training 

dataset. We have divided the preprocessed data into training 

and test data with 70:30 ratio on the basis of class base split. 

For training the data we have used Bayesian regularization 

function with 5% is used for testing and 5% for validation, 

and the remaining 90% is used for training. 

The data is trained using SVM, LOGISTIC REGRESSION 

and ANN algorithms. 

We Acquired different accuracies for different algorithms as 

shown in fig 4,5 and 6. 

Fig4.Accuracy of Logistic Regression 

 

Fig5.Accuracy of SVM 

 

Fig6.Accuracy of ANN 

3.3 Prediction 

Then choose the algorithm to train which gives different 

accuracies. By entering the attribute values such as number of 

pregnancies, skin thickness, insulin and other attribute values 

as shown in fig 7,8. we get output result whether positive or 

negative. 

 

 

http://www.ijsrem.com/
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Fig7.Predicted as not diabetic 

 

Fig8. Predicted as diabetic 

4. DATASET AND ALGORITHMS 

In this section we discuss about all the datasets and ANN 

4.1. Dataset 

The dataset includes the following measurements and ranges 

of clinical and physical characteristics. Pregnancies (number, 

[0–17]), glucose (value, [0–199]), blood pressure (mm Hg, 

[0–122]), skin thickness (mm, [0–99]), insulin (mu U/mL, [0–

846]), BMI (kg/m2, [0–67.1]), diabetes pedigree function 

(PDF) (value, [0.078–2.42]), age (years, [21–81]), and 

outcome (Boolean- 0, 1). The data are entirely numerical and 

comprise a total of 8 features and 768 samples. Fig 3 shows a 

few samples from the dataset. 

Then the data is pre-processed using python language. 

Preprocessing means removing null values and outliers of the 

collected data is liable to be influenced as reckless. Besides 

this, the data quality is important as it affects the prediction 

results and accuracy to a large extent. Therefore, Datasets 

need to be properly balanced and divided between testing and 

training data at a certain ratio, so that sampling can be done 

efficiently for better prediction outcomes. 

 

Fig9.Description of PIMA dataset attributes 

 

4.2. Algorithms 

4.2.1. Logistic Regression: 

Fig10.Logistic Regression Model 

Logistic Regression was used in the biological sciences in 

early twentieth century. It was then used in many social 

science applications. Logistic Regression is used when the 

dependent variable(target) is categorical. If we use linear 

regression for this problem, there is a need for setting up a 

threshold based on which classification can be done. Say if the 

actual class is malignant, predicted continuous value 0.4 and 

the threshold value is 0.5, the data point will be classified as 

not malignant which can lead to serious consequence in real 

time. 

From this example, it can be inferred that linear regression is 

not suitable for classification problem. Linear regression is 

unbounded, and this brings logistic regression into picture. 

Their value strictly ranges from 0 to 1. 

 

Where to use logistic regression 

Logistic regression is used to solve classification problems, 

and the most common use case is binary logistic regression, 

where the outcome is binary (yes or no). In the real world, you 

can see logistic regression applied across multiple areas and 

fields. 

  

http://www.ijsrem.com/
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The three types of logistic regression 

1. Binary logistic regression - When we have two 

possible outcomes, like our original example of 

whether a person is likely to be infected with 

diabetes or not. 

2. Multinomial logistic regression - When we have 

multiple outcomes, say if we build out our original 

example to predict whether someone may have the 

flu, an allergy, a cold 

3. Ordinal logistic regression - When the outcome is 

ordered, like if we build out our original example to 

also help determine the severity of a diabetes, sorting 

it into mild, moderate, and severe cases. 

4.2.2 Support Vector Machine: 

Support Vector Machine or SVM is one of the most popular 

Supervised Learning algorithms, which is used for 

Classification as well as Regression problems. However, 

primarily, it is used for Classification problems in Machine 

Learning. The goal of the SVM algorithm is to create the best 

line or decision boundary that can segregate n-dimensional 

space into classes so that we can easily put the new data point 

in the correct category in the future. This best decision 

boundary is called a hyperplane. SVM chooses the extreme 

points/vectors that help in creating the hyperplane. These 

extreme cases are called as support vectors, and hence 

algorithm is termed as Support Vector Machine. Consider the 

below diagram in which there are two different categories that 

are classified using a decision boundary or hyperplane: 

Fig11.Support vector machine 

SVM can be of two types: 

o Linear SVM: Linear SVM is used for linearly 

separable data, which means if a dataset can be 

classified into two classes by using a single straight 

line, then such data is termed as linearly separable 

data, and classifier is used called as Linear SVM 

classifier. 

o Non-linear SVM: Non-Linear SVM is used for non-

linearly separated data, which means if a dataset 

cannot be classified by using a straight line, then such 

data is termed as non-linear data and classifier used is 

called as Non-linear SVM classifier. 

Hyperplane and Support Vectors in the SVM algorithm: 

Hyperplane:  

There can be multiple lines/decision boundaries to segregate 

the classes in n-dimensional space, but we need to find out the 

best decision boundary that helps to classify the data points. 

This best boundary is known as the hyperplane of SVM. 

The dimensions of the hyperplane depend on the features 

present in the dataset, which means if there are 2 features (as 

shown in image), then hyperplane will be a straight line. And 

if there are 3 features, then hyperplane will be a 2-dimension 

plane. 

We always create a hyperplane that has a maximum margin, 

which means the maximum distance between the data 

points.Now we used two hyperplanes,positive as upper 

hyperplane and negative as lower hyper plane . if data point is 

nearer to upper hyperplane then prediction will be positive 

and if data point is nearer to lower hyper plane then prediction 

is negative. 

4.2.3.Neural Network 

An artificial neural network (ANN) is the piece of a computing 

system designed to simulate the way the human brain analyzes 

and processes information. It is the foundation of artificial 

intelligence (AI) and solves problems that would prove 

impossible or difficult by human or statistical standards. ANNs 

have self-learning capabilities that enable them to produce 

better results as more data becomes available. 

  

An ANN has hundreds or thousands of artificial neurons called 

processing units, which are interconnected by nodes. These 

processing units are made up of input and output units. The 

input units receive various forms and structures of information 

based on an internal weighting system, and the neural network 

attempts to learn about the information presented to produce 

one output report. Just like humans need rules and guidelines 

to come up with a result or output, ANNs also use a set of 

learning rules called backpropagation, an abbreviation for 

backward propagation of error, to perfect their output results. 

 

An ANN initially goes through a training phase where it learns 

to recognize patterns in data, whether visually, aurally, or 

textually. During this supervised phase, the network compares 

its actual output produced with what it was meant to produce—

the desired output. The difference between both outcomes is 

adjusted using backpropagation. This means that the network 

works backward, going from the output unit to the input units 

to adjust the weight of its connections between the units until 

the difference between the actual and desired outcome 

produces the lowest possible error. 

http://www.ijsrem.com/
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                       Fig12.Artificial Neural Network 

By using ANN,input data is given and weights for individual 

attributes also given and with these a transfer function is 

obtained. Threshold values will be changed and based on the 

predictions weights will be changed.Finally,the model will be 

ready to predict using transfer function.This tranfer function 

predicts whether person has diabetes or not. 

5. RESULTS AND DISCUSSIONS 

After testing our dataset with three different models we got 

three different accuracies as shown in the figure 13,14 and 15. 

Code run on google colab by importing sklearn. Three models 

are trained and tested; their accuracy is given below. 

 

Fig13.Accuracy of Logistic regression 

 

 

Fig14.Accuracy of Support Vector Machine 

Fig15.Accuracy of ANN 

For model 1, model 2 and model 3 we got an accuracy of 

77.95% ,69.68% and 53.9% respectively. The difference 

between them is that we changed the model and with this 

dataset logistic regression gave us better accuracy than other 

two models. By taking more samples, we will definitely get 

very good accuracy. 

 

6.CONCLUSION 

Though different models had been used for the prediction of 

diabetes, the accuracy of the proposed models in disease 

prediction has always been the main concern of researchers. 

Therefore, a new model is required in order to achieve higher 

prediction accuracy in diabetes prediction. Prediction of 

Diabetes Empowered with Fused Machine Learning proposed 

a machine learning based diabetes decision support system by 

using decision level fusion. Two widely used machine learning 

techniques are integrated in the proposed model and ANN also 

used. The proposed decision system has achieved the accuracy 

of 77.14, which is higher than the other existing systems. 

Through this diagnosis model, we can save several lives. 

Moreover, the death ratio of diabetes can be controlled if the 

disease is diagnosed and preventative measures are taken in 

early-stage.  
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