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Abstract - Wind energy is a promising alternative source of 

clean and renewable energy that can help mitigate climate 

change. Accurate prediction of power generation in wind 

turbines is critical for the effective integration of wind energy 

into the power grid. In this study, we compare the 

performance of two popular machine learning algorithms, 

linear regression and random forest, for power generation 

prediction in wind turbines. We use wind speed and direction 

as input variables and power generation as the output variable. 

Our results show that random forest outperforms linear 

regression in terms of prediction accuracy and robustness. 
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1.INTRODUCTION  

 

Wind energy is a renewable energy source that uses the 

kinetic energy of wind to produce electricity. It is a clean 

and sustainable source of energy that does not emit 

greenhouse gases or other pollutants, making it an attractive 

alternative to fossil fuels. Wind turbines are the primary 

technology used to generate electricity from wind energy, 

and they work by converting the kinetic energy of wind into 

electrical energy through the use of a generator. 

Wind energy has been growing rapidly in recent years 

due to the increasing demand for renewable energy sources, 

and it has become one of the fastest-growing energy sources 

globally. The growth of wind energy has been driven by a 

combination of factors, including technological 

advancements, government incentives and policies, and the 

increasing awareness of the need for sustainable energy 

sources to combat climate change. 

Wind turbines generate electricity based on the amount 

of wind that is available to turn the blades of the turbine. 

However, wind energy is highly variable, and the amount of 

wind that is available can fluctuate rapidly, making it 

difficult to predict the amount of power that a wind turbine 

will generate at any given time. This variability in wind 

energy can lead to fluctuations in power generation, which 

can cause problems for the electrical grid and make it 

challenging to integrate wind energy into the grid. 

Power generation prediction in wind turbines is essential 

for ensuring the stability and reliability of the electrical grid. 

Accurately predicting the amount of power that a wind 

turbine will generate allows grid operators to manage the 

supply and demand of electricity more effectively and to 

integrate wind energy into the grid more efficiently. It also 

allows wind farm operators to optimize the performance of 

their turbines, reducing maintenance costs and increasing 

energy production. 

The objective of this study is to develop a model for 

predicting power generation in wind turbines using two 

different machine learning algorithms: random forest and 

linear regression. The study aims to compare the 

performance of the two algorithms and to determines the 

which algorithm is more affective at prediction of power 

generation in the wind turbines using machine learning 

algorithms. To achieve this objective, the study will use 

historical data on wind speed and power generation from a 

wind farm and will train the machine learning models using 

this data. The study will then evaluate the performance of 

the models by comparing the predicted power generation to 

the actual power generation. The results of the study will 

provide valuable insights into the effectiveness of different 

machine learning algorithms for predicting power 

generation in wind turbines, which can be used to improve 

the performance and efficiency of wind farms. 

 

2. LITERATURE REVIEW 

"Machine Learning-Based Digital Twin for Predictive 

Modeling in Wind Turbines," by M. Fahim, V. Sharma, T. -

V. Cao, B. Canberk, and T. Q. Duong. One of the main 

forms of renewable energy that results in a sustainable and 

effective energy solution are wind turbines. It doesn't emit 

any carbon pollutants that would harm the environment. 

Due to the unpredictability of wind speed, monitoring wind 

farms and predicting their ability to produce electricity is a 

challenging issue. As a result, the management team's 

ability to effectively organise the consumption of energy is 

constrained [1]. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 04 | April - 2023                         Impact Factor: 8.176                         ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM18781                                                      |        Page 2 

Lain, S., Contreras Montoya, and Ilinca. A Review of 

the Calculation of Wind Turbine Power Losses Due to 

Icing. Energies This article's goal is to examine the methods 

that have been applied over the last 15 years to calculate the 

amount of power lost by wind turbines as a result of adverse 

weather exposure. The use of computational fluid dynamics 

(CFD) for the three-dimensional numerical simulation of 

wind turbines is emphasized, as is the combination of the 

blade element momentum theory and two-dimensional CFD 

simulation. (BEM). There is also a short overview of other 

methodologies, including deep learning, image analysis, and 

forecasting models [2]. 

An aggregative machine learning method for predicting 

wind turbine output power was developed by S. Netsanet, J. 

Zhang, D. Zheng, R. K. Agrawal, and F. Muchahary. The 

operation of today's grid requires accurate forecasting of the 

power production of renewable sources in order to achieve 

maximum energy efficiency and a carbon-free ecosystem. 

Through the use of an aggregative approach, this research 

develops a reliable, efficient, and accurate model for day-

ahead wind turbine power output prediction. The approach 

uses two different kinds of artificial neural networks (radial 

basis and conventional feedforward networks), as well as 

support vector machine (SVM) and adaptive neuro-fuzzy 

inference system (ANFIS) techniques. It aims to compare 

the prediction models' individual performances before 

identifying an aggregate strategy that, by carefully 

combining the models, outperforms the individual ones. 

Simple averaging, regression, and outperformance were the 

three combining methods that were evaluated. Although the 

performance of the individual models was adequate on their 

own, the combination methods were able to outperform the 

individual models. The most successful of all was found to 

be the regression method of combining. With an NMSE of 

1.03% for the test year, it was observed that the predicted 

output power obtained using this method matched the 

measured data very well. When tested with the worst 

instances of windy and calm weeks, the combination 

methods also showed more stable performance than the 

individual models [3]. 

"A Phase Current Peak Prediction Technique to Increase 

the Output Power of Switched Reluctance Generators for 

Wind Turbines," by P. C. Buck, B. Fahimi, and P. T. 

Balsara. A switched reluctance machine (SRM) is a highly 

desirable option for renewable technologies because it does 

not contain permanent magnets. Using the method described 

in this work, the phase current peak can be predicted while 

keeping the machine's size constant. This approach also 

identifies the best turn-off angle, which results in a more 

controllable SRG with fewer drive constraints and higher 

output power. In this paper, experimental and simulation 

findings related to the case of a wind turbine encountering 

varying wind speeds are described [4]. 

"A Phase Current Peak Prediction Technique to Increase 

the Output Power of Switched Reluctance Generators for 

Wind Turbines," by P. C. Buck, B. Fahimi, and P. T. 

Balsara. A switched reluctance machine (SRM) is a highly 

desirable option for renewable technologies because it does 

not contain permanent magnets. Using the method described 

in this work, the phase current peak can be predicted while 

keeping the machine's size constant. This approach also 

identifies the best turn-off angle, which results in a more 

controllable SRG with fewer drive constraints and higher 

output power. In this paper, experimental and simulation 

findings related to the case of a wind turbine encountering 

varying wind speeds are described [5]. 

N. Kadaganchi, P. B. Karandikar, P. Singh, D. S. 

Chavan, P. Kulhari, R. Giri, "Prediction of wind turbine 

power yield for sites with hills," This paper conducts a site 

assessment for four locations in Pune, India. The expected 

electrical output for each location is based on the wind 

turbine's various tower heights. For power projection, 

various turbine blade lengths are also taken into account. An 

anemometer-based location survey is part of this technique. 

This approach requires little money and labour [6]. 

 

3. RELATED WORK 

A. DATA COLLECTION 

 In this project we are going to predict a wind turbine 

power production by using the wind speed, wind direction, 

month and hour data.The dataset consists of 50530 

observations. 

The dataset contains: 

• Date/Time (for 10 minutes intervals) 

 

• LV ActivePower (kW): The power generated by the 

turbine for that moment 

 

• Wind Speed (m/s): The wind speed at the hub 

height of the turbine (the wind speed that turbine 

use for electricity generation) 

 

• TheoreticalPowerCurve (KWh): The theoretical 

power values that the turbine generates with that 

wind speed which is given by the turbine 

manufacturer 

 

• Wind Direction (°): The wind direction at the hub 

height of the turbine (wind turbines turn to this 

direction automatically) 
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Fig -1: Dataset 

B. DATA PREPROCESSING 

In this study, we examined the data of 50530 

observations,  Extracted a substring from columns to create 

month, hour, day, year variables.  

 

 

Fig -2: Extracting a substring from columns to create 

month, hour, day, year variables. 

 

For Creating visualization we need to either use 

aggregated data or use a sample from the big data. So we 

will get a random sample form the data set. 

 

Fig -3: Random sample from the dataset. 

 

C. REPRESENTATION OF CLASSICAL ALGORITHMS 

 Random forest: Random forests are an ensemble learning 

approach for classification, regression, and other 

assignments that produces the class that is the mean 

forecast (regression) or method of the classes 

(classification) of the individual decision trees. Each 

decision tree in a random forest independently predicts a 

new set of samples when it is introduced, then the 

predictions from all the trees are combined to produce the 

final outcome. After the random forest has created a 

significant number of decision trees in accordance with a 

particular random formula, this is done. This method 

operates by creating a lot of decision trees while training. 

Random decision forests are the best solution for decision 

trees' propensity to overfit their training set. The combined 

trees and the outcome that the grove of trees is capable of 

producing are directly related. Using random forest, the 

stowing is given an additional layer of irregularity in order 

to produce predictions that are more precise and effective. 

Random Forest is a fantastic supervised learning technique 

that can train a model to predict which classification results 

in a specific sample type pertain to based on the distinctive 

characteristics and classification outcomes of a given 

dataset. utilising a decision tree The "bagging" (bootstrap 

aggregating technique) is used by Random Forest to create 

different training sample sets. The random subspace 

division method divides internal nodes according to the best 

attribute from a group of attributes chosen at random. The 

input samples are categorised using the voting technique, 

and the numerous decision trees that result serve as weak 

classifiers. A robust classifier is created by combining 

several poor classifiers. After a large number of decision 

trees have been constructed in accordance with a specific 

random rule, each decision tree in the forest separately 

predicts on this new set of samples. 

 Linear Regression: Linear regression is a machine 

learning method based on supervised learning. A regression 

procedure is carried out. Regression models a target 

prediction value using independent variables. It is mainly 

used to establish the relationship between variables and 

forecasting. The number of independent variables used and 

the type of relationship between the dependent and 

independent variables that is taken into consideration in 

different regression models. A regression's dependent 

variable can be called many various things.  Regressand, 

endogenous variable, criterion variable, or outcome 

variable are all terms that can be used to describe it.  The 

exogenous variables, predictor variables, and regressors are 

other names for the independent elements. A few of the 

disciplines that use linear regression to examine and predict 

the behaviour of a particular variable include finance, 

economics, and psychology. Two examples of how linear 

regression can be used in finance are to understand the 

relationship between a company's stock price and its 

earnings or to forecast the value of a currency based on its 

past performance. One of the most important supervised 

learning methods is regression. we are regressing. Given 

that XY is continuous and regression needs us to determine 

the value of Y,we need a function that predicts Y. 
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Fig -4: Actual vs. Predicted LV Active Power 

 

 

 
 

Fig -5: Machine Learning Model Architecture 

4. RESULT 

In this experiment, we examined two machine learning 

classifiers random forest and linear regression, for 

predicting power in the wind turbines and we took the best 

model based on the errors present in the models, we got 

random forest as the best model. 

 

Fig -6: Power Prediction by month 

 

 
 

Fig -7: Power Prediction in the month of April 2023. 

5. CONCLUSION 

Our results suggest that random forest is a more 

effective algorithm for power generation prediction in wind 

turbines compared to linear regression. Random forest can 

handle nonlinear relationships between input variables and 

output variables, which is important for modeling the 

complex dynamics of wind turbines. Random forest can also 

handle interactions between input variables, which can lead 

to more accurate predictions. Linear regression, on the other 

hand, assumes a linear relationship between input variables 

and output variables, which may not capture the 

nonlinearities in wind turbine performance. 

Accurate prediction of power generation in wind 

turbines is critical for optimizing the performance of wind 

farms and facilitating the integration of wind energy into the 

power grid. Our study shows that random forest 

outperforms linear regression in terms of prediction 

accuracy and robustness for power generation prediction in 

wind turbines. 

Future research in wind power prediction should focus 

on developing more accurate and robust prediction models 

that can handle the variability of wind speed and direction, 

and the impact of environmental factors on wind turbine 

performance. This can be achieved through the use of 

advanced machine learning algorithms, deep learning 

techniques, and the integration of real-time sensor data. 

Additionally, efforts should be made to improve the 

availability and quality of wind power data, particularly in 

remote locations. Finally, more research is needed to 

investigate the optimal integration of wind energy into the 

power grid and the impact of wind power prediction on the 

reliability and stability of the power system. 
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