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Abstract— 

 

This paper highlights the importance of 

maintenance techniques in the coming industrial 

revolution, reviews the evolution of maintenance 

techniques, and presents a comprehensive 

literature review on the latest advancement of 

maintenance techniques, i.e., Predictive 

Maintenance (PdM), with emphasis on system 

architectures, optimization objectives and 

approaches. Predictive Maintenance (PdM) has 

emerged as a transformative approach in the 

realm of industrial maintenance, particularly 

in process plants. By leveraging advanced 

technologies like IoT, AI, and machine 

learning, PdM enables proactive identification 

and resolution of potential equipment failures, 

significantly reducing downtime, optimizing 

resource allocation, and enhancing overall 

operational efficiency. This paper provides a 

comprehensive review of PdM, exploring its 

evolution, key technologies, benefits, 

challenges, and future trends.  
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I. INTRODUCTION 

Maintenance as a crucial activity in industry, with its 

significant impact on costs and reliability, is 

immensely influential to a company’s ability to be 

competitive in low price, high quality and 

performance. Any unplanned downtime of machinery 

equipment or devices would degrade or interrupt a 

company’s business, potentially resulting in significant 

penalties and unmeasurable economic and reputation 

loss. For instance, Amazon experienced just 49 

minutes of downtime, which cost the company $4 

million in lost sales in 2013. On average, organizations 

lose $138,000 per hour due to data center downtime 

according to a market study by the ponemon Institute 

[24].  

In industry 4.0, the existing traditional maintenance 

approaches (corrective and preventive) suffer from some 

as- assumptions and limits, such as high costs, inadequate 

or inaccurate mathematical degradation processes and 

manual feature extraction. With the trend of smart 

manufacturing and the development of Internet of Things  

 

 (IoT), Data Min ing (DM) and Artificial Intelligence (AI) 

and semantic representations, predictive maintenance 

(PdM) is proposed as a novel type of maintenance 

paradigm to perform maintenances only after the analytical 

models predict certain failures or degradations [20]. 

Therefore, IoT is used for data acquisition, Big data 

techniques for data pre- processing, Advanced Deep 

Learning methods for fault diagnostics and prognostics, 

Deep Reinforcement Learning for decision making and 

Powerful hardware for complex computing [20]. PdM 

research has a lot of attention in the industry due to its 

potential benefits in terms of reliability, safety, and 

maintenance costs among many other benefits [16]. 

II. SURVEY 

Evolution of Modern Techniques 

The evolution of modern techniques (e.g., Internet of 

things, sensing technology, artificial intelligence, etc.) 

reflects a transition of maintenance strategies from 

Reactive Maintenance (RM) to Preventive Maintenance 

(PM) to Predictive Maintenance (PdM). RM is only 

executed to restore the operating state of the equipment 

after a failure occurs, and thus tends to cause serious lag 

and results in high reactive repair costs. PM is carried 

out according to a planned schedule based on time or 

process iterations to prevent breakdown, and thus may 

perform unnecessary maintenance and result in high 

prevention costs. In order to achieve the best trade-off 

between the two, PdM is performed based on an online 

estimate of the system “health” and can achieve timely 

pre-failure interventions. PdM allows the maintenance 

frequency to be as low as possible to prevent unplanned 

RM, without incurring costs associated with doing too 

much PM. Key benefits of this evolution [25, 26]: 

•Reduced downtime: By proactively addressing 

equipment issues, unplanned outages and disruptions are 

significantly minimized. 

Extended asset life: Early detection of anomalies 

allows for preventive measures, preventing major 

breakdowns and extending the lifespan of valuable 

equipment.  

Improved operational efficiency: Optimized 

maintenance scheduling reduces unnecessary 

interventions and ensures resources are used 

effectively. 
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•Cost savings: Avoiding unplanned downtime, 

repairs, and part replacements translates to 

significant cost reductions. 

 

Maintenances in Industry 4.0 

PdM works in Smart Industrial systems: 

 

Data Acquisition: Sensors embedded in machines collect 

real-time data on vibration, temperature, energy 

consumption, and other parameters. Sensors are the 

backbone of data acquisition in predictive maintenance 

(PdM) for smart industrial systems. They act as the eyes and 

ears of the machines, constantly feeding the system with 

valuable information. Types of sensors commonly used for 

PdM: Vibration Sensors: These detect and measure 

vibrations in machinery expand more Increased vibration can 

indicate loose components, bearing wear, or misalignment, 

all of which can lead to failure expand more. Temperature 

Sensors: As the name suggests, they monitor temperature 

levels expand more Abnormal temperature readings can 

signal overheating due to friction, clogged filters, or cooling 

system issues. Current and Voltage Sensors: They track 

electrical parameters like current flow and voltage 

fluctuations. Deviations from normal ranges can indicate 

electrical problems, motor inefficiencies, or impending 

component failure. Acoustic Emission (AE) Sensors: These 

detect high-frequency sound waves emitted by machinery. 

Expand more AE signatures can reveal cracks, leaks, or other 

internal defects before they become critical expand more. 

Other Sensors: Depending on the specific machinery, 

additional sensors might be used to monitor factors like 

pressure, flow rate, or even air quality. The choice of sensor 

depends on the specific application and the type of data 

needed for effective PdM. By collecting real-time data from 

these diverse sensors, industrial systems gain a 

comprehensive understanding of the health and performance 

of their machines, enabling them to predict and prevent 

failures. 

 

Data Analysis: AI and machine learning algorithms 

analyze this data to identify patterns and anomalies that 

might signal potential equipment failure. 

 

Predictive Insights: Based on the analysis, the system 

predicts when a machine is likely to fail and recommends 

maintenance actions. 

 

III. FUNDAMENTAL ASPECTS CONSIDERED IN THE 

CONTEXT OF PDM: 

1) System architecture: With the advent of Industry 4.0, a 

variety of techniques have been involved in industrial 

systems, e.g., advanced sensing techniques, cloud 

computing, etc. 

In order to design efficient, accurate and universal maintenance 

systems by embracing these emerging techniques, PdM systems 

should: 
a) Be compatible with various industrial standards, 

b) Be easy to integrate with the emerging or future techniques, 

and 

c) Satisfy the basic requirements of PdM, e.g., data collecting, fault 

diagnosis, and prognosis, etc. 

2) Optimization objective: Cost and reliability are two common 

purposes for PdM approaches. These different purposes are often 

used in insulation, and may very well be in conflict. For example, 

for multicomponent systems, when the minimum system 

maintenance cost is obtained, the corresponding system 

reliability/availability may be too low to be acceptable [27]. 

Therefore, the purposes of PdM for a specific system or 

component should be well jointly investigated and set. 

3) Optimization method: The existing approaches widely varied 

with the used algorithms, such as algorithms based on Artificial 

Neural Network (ANN), Support Vector Machine (SVM), auto-

encoder, and Convolutional Neural Network (CNN), etc. Also, 

issues of PdM are different across industries, plants and 

machines. Therefore, the fault diagnosis and prognosis 

approaches in the context of PdM must be re- designed and 

tailored for specific applications. 

 

 

 

Fig 1. System architecture for the intelligent and PdM 

4.0. [28] 

 
IV. CLASSIFICATION OF THE MAIN APPROACHES IN 

PREDICTIVE MAINTENANCE 

According to the literature review, three main types of PdM are 

considered in Industry 4.0: data-based, knowledge- based and 

physics-based PdM. A PdM approach can be single or hybrid, the 

latter combining two or more of those mentioned above. The 

scientific community has agreed on the approaches classification 

as shown in Figure 2. 
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Fig. 2. The classification of predictive maintenance 

approaches according to the literature [8, 16, 13, 22, 20]. 

 
A. Data-Driven approaches 

Data-driven techniques propose pre-processing steps to 

transform the data from sensors into a set of useful 

features. Subsequently, Machine Meaning (ML) models 

can be trained by using the features. In contrast, 

knowledge-driven techniques require domain and 

background knowledge to accurately identify the true 

causes of anomalies, which commonly involve human 

experts [8]. Several existing Data-driven approaches are 

presented in the following. 

i. Statistic-based approaches 

Based on statistical models, this approach is based on the 

degradation analysis of random variables which aims to 

determine a correlation with operational time or any other 

non-random variables that describe the lifecycle of the 

system [25]. This correlation will show the evolution of 

degradation along the life cycle. For prognostics, Re- 

gression analysis will help to determine the existing 

relationship between the random variables and the system 

life cycle. Besides regression analysis, there are two other 

statistical approaches that stand out: Autoregressive 

models in which a future value of a random variable is 

assumed tobe a linear function of past observations and 

random errors,and Bayesian models. Despite the 

advantages offered by these models, some drawbacks 

concern the need for enough previous data to build a 

reliable model and uncertainty management [16]. Lastly, 

new directions are devoted towards statistical-traditional 

ML techniques, such as SVM, Random Forest, Gradient 

Boosting and Extreme Gradient Boosting approaches, to 

predict the failure machine [13]. 

ii. Stochastic-based approaches 

Stochastic models are probability models which determine 

the evolution of random variables over time. The building 

blocks of stochastic models are stochastic processes [16]. 

Model-based RUL (Remaining Useful Life) prognostics assume 

that the degradation of components is characterized by a 

stochastic process [18]. For diagnostic and prognostic faults, 

three main stochastic processes were identified in the literature: 

Gaussian, Markov, and Levy processes [16]. 

iii. Machine Learning-Based approaches 

One of the main approaches used for prognostic, diagnostic and 

anomaly detection is ML techniques [19, 20]. Commonly called 

Data-driven approaches, they use various data such as sensor 

measurement, to RUL prediction without the knowledge of 

physical structure and degradation. ML approaches allow the 

prediction of the future state of equipment by using old data and 

continuously adapting to incoming data, which leads to better 

prediction ac- curacy. the main advantages of such approaches 

lie in their ability to process large amounts of data and take into 

account many factors in the prediction, which can improve their 

quality[8]. In addition, they can be automated and easily 

integrated into existing maintenance systems. However, there 

are also some disadvantages to consider: the need for sufficient 

quality and quantity of data to train the ML model, which can 

be expensive and difficult to obtain in some situations. Some 

applications are done in the literature in the manufacturing 

context, for example, by including auto-regressive integrated 

moving average–based (ARIMA) models, hidden Markov 

models (HMMs), support vector regression (SVR) models, 

artificial neural networks (ANNs), and random forest (RF) 

regression [22]. The ML-Based PdM approaches can use 

supervised, unsupervised, semi-supervised learning. 

iv. Unsupervised Learning-based approaches 
Used if there is no feedback provided from anyone and the 

algorithm finds patterns in unknown data sets (clustering, 

association rules, self-organized maps) and so, unlabeled data 

are used for training purposes [2]. K-Means clustering is used 

to expedite the labeling process when it comes to anomaly 

detection [8]. 

v. Semi-Supervised Learning-based 

approaches  

A semi-supervised PdM would involve using a small amount of 

labeled data to train a model to predict the failure, and then 

using this model to make predictions on the rest of the data [3]. 

This can be useful when there is a limited amount of labeled 

data available. Several different techniques can be used for 

semi-supervised PdM, including using combination of labeled 

and unlabeled data to train amodel, one-class classification to 

learn a model of normalequipment behavior, or using density-

based anomaly detection to identify deviations from normal 

behavior as potential indicators of equipment failure. 

vi. Supervised Learning-based approaches  

Based on Supervised ML, this approach detects anomalies by 

creating a set of grouping rules that help to predict futuredata. 

Thus, supervised ML is usually employed in scenarios 
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with labeled data availability [2] and uses classification or 

regression methods. SVM is a separate hyper plane formally 

defined as a discriminative classifier. Naive Bayes 

classification method is based on the Bayesian Theorem and 

is primarily compatible when the dimensionality of the input 

is high. K-Nearest Neighbor (k-NN) algorithm is an 

example of supervised ML methods adapted to solve 

classification and regression issues by assuming similarities 

in devices deployed in a proximate location. Regression 

algorithms use the input features to predict the data’s output 

values faded into the system. The Decision Tree approach 

constructs regression or classification techniques in a tree 

structure [1]. 

Deep learning (DL) is defined as a subset of ML that has 

networks capable of supervised learning from data that are 

unstructured. However, the demands of advanced 

prediction make it impossible for the traditional data-driven 

method to handle the data complexity and growth. DL–

based models have recently received great attraction as they 

offer several benefits such as better performance of RUL 

prognostics, i.e., high prognostics accuracy and automatic 

feature extraction. In the context of PdM, the convolutional 

neural network (CNN) is predominately used for the 

acquisition of high-level spatial features from sensor signal 

data. Moreover, Long Short-Term Memory (LSTM) neural 

networks are specifically used for extracting sensor 

temporal information [22][20]. Choice of DL because of its 

robustness to noise as long as the models are trained with 

high data quality [8]. Recent advancement in DL 

techniques has made it also possible to largely improve 

PdM performance compared to the classical approaches. In 

[21], DL models are categorized into three mains families 

[15]: (1) generative approaches such as Auto encoders 

(AE), Restricted Boltz- man Machine (RBM), DBN, Vector 

Auto encoder(VAE). (2) Discriminative approaches like 

RNN, Long Short-Term Memory (LSTM) [4], 

Convolutional Neural Network (CNN) and finally, (3) 

hybrid DL model such as: Generative Adversarial Network 

(GAN) [20] and Ladder Net. 

B. Knowledge-based approaches 

The principle of knowledge-based systems is the 

maintaining of a knowledge base that stores the symbols in 

the form of statements about the domain and performs 

reasoning by manipulating these symbols. These systems 

measure the similarity between a new observation and a 

database of previously described situations and deduce 

appropriate decisions. Knowledge-based approaches can be 

classified into three classes: knowledge graphs, rule-based 

systems, and fuzzy systems [11]. 

i. Knowledge graph 

Knowledge graph is a structured semantic knowledge base 

used to describe concepts and their relationships in the 

physical world in symbolic form. A typical knowledge graph 

describes usually knowledge as multi-relational data and is 

expressed as a triple fact (head entity, relationship, and tail entity) which 

is the relationship between two entities[12]. Entities are connected to 

each other through relationships. The term knowledge graph is often 

used as a synonym for ontology [10]. Ontologies provide reasoning 

capabilities by which new knowledge can be inferred. To facilitate 

PdM, Nunez and Borat [17] proposed an ontology-based model for 

implementing Prognostics Health Management in mechanical 

machines. The proposed generic ontology (OntoProg) is capable of 

being used in several types of mechanical machines, of different types 

of manufacturing, the possibility of storing the knowledge contained in 

events of real activities that allow through consultations in SPARQL for 

decision-making which enable timely interventions of maintenance in 

the equipment of a real industry. In [5], a domain ontology for smart 

condition monitoring was presented. Formalizing the condition 

monitoring for manufacturing processes domain knowledge, it is 

developed into three ontology modules: the Manufacturing Module, the 

Context Module, and the Condition Monitoring Module. The 

effectiveness and usability of the ontology were tested on a conditional 

maintenance task of bearings in rotating machinery. After that, the 

domain ontology is further extended in the literature [6], where a 

domain ontology named Manufacturing Predictive Maintenance 

Ontology (MPMO) is developed and used together with sequential 

pattern mining techniques to enable anomaly detection and prediction 

on production lines. The proposed ontology is tested on a real-world 

data set collected from a semiconductor manufacturing process. 

 

ii. Rule-based models 

In this model, the knowledge is based on rules, which consist of a 

knowledge base containing many ”if-then” rules, a facts base, and 

an inference engine [16]. The knowledge base stores facts as inputs 

and the inference engine apply the rules to deduce new knowledge 

as outputs. This inference engine uses an iterative process that is 

repeated until the end of the reasoning process. Vizier et al. [28], 

has developed an expert system relying on a rule- based approach 

aiming at diagnosing faults in HVAC (heating, ventilation, and air 

conditioning) school systems. Vaeznejad and Whitcomb [27] 

developed a rule-based approach to detect the faulty state of the air 

handling units. Schein et al. [23], has also conducted a rule-based 

approach for Fault detection and diagnosis using mass balance and 

energy balance rules in the system studied. The drawback of these 

models is that the expert system is designated to detect faults in 

special type of system and it has not the abilityto be generalized to 

all the systems. 

 

iii. Fuzzy-knowledge-based models 

These systems are based on fuzzy logic and it uses the same format of 

rules IF-THEN. Fuzzy logic is linked to human perception. It can be 

explained as a collection of traditional Boolean logic designed to deal with 

partial truth values that are intermediate  

values between true values and false values that aims to describe the level 

of truth or falsehood of a statement [14]. In literature, fuzzy- knowledge-

based models have not been well used for predictive maintenance. The 

disadvantage of knowledge- based models is their low accuracy and can 

hardly be applied to complex systems. Still, the use of this predictive 

maintenance approach can be effective and provide an advantage for 

simplified cases. 

 

C. Physics-based approaches 

These models called model-based approaches, use the laws of physics to 

assess the degradation of components. They demand high skills on 
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mathematics and physics of the phenomena for the application 

[16]. In fact, mathematical models of pieces of equipment or a 

process that involve numerous differential equations are realized 

to form physics- based models from first principles. With 

accurate models, predictive models can be designed to provide 

reliable predictions [24]. 

V. OPTIMIZATION CRITERION 

A. Cost Minimization 

The cost model varies with the applied maintenance strategy. For 
RM strategy, maintenance action for repairing equipment is 

performed only when the equipment has broken down or been 

run to the point of failure, thus there only exists corrective 
replacement cost (Cc). For PM strategy, sequential maintenance 

actions are scheduled the involved cost items often consist of 

preventive replacement cost (Cp), inspection cost (Ci), unit 
downtime cost (Cd) as well as the corrective replacement cost 

(Cc). Specifically [49], Grill et al. propose a cost model applying 

these cost items for continuous-time PM that aims at finding 
optimal preventive replacement threshold and inspection 

schedule based on system state. The objective cost function is to 
minimize the long comprehensive cost for the production task 

throughout the planning. 

B. Availability/Reliability Maximization (ARM) 

Predictive maintenance specifically targets ARM by 

leveraging data analysis to forecast potential equipment 

failures before they occur. This enables maintenance to be 

performed proactively, at the optimal time, preventing 

breakdowns and subsequent downtime. 

Here's how predictive maintenance contributes to ARM: 

Early detection of issues: By continuously monitoring 

equipment health through sensors and data collection, 

predictive maintenance identifies arising problems in their 

early stages. This allows for intervention before they escalate 

into critical failures that would necessitate lengthy repairs 

and outages. 

•Reduced downtime: By addressing issues before they cause 

complete equipment failure, predictive maintenance 

significantly minimizes downtime. This translates into 

increased operational efficiency and availability. Optimized 

maintenance scheduling: Predictive maintenance programs 

determine the ideal timing for maintenance based on 

equipment condition, rather than following a fixed schedule. 

This eliminates unnecessary preventive maintenance that 

might have been conducted even when the equipment was 

healthy, and ensures critical maintenance is performed 

precisely when needed. 

In essence, predictive maintenance provides the foresight to 

optimize maintenance activities around ARM goals. By 

proactively addressing equipment health, organizations can 

maximize system availability, reliability, and overall 

effectiveness [50]. 

C. Multi-Objective Optimization 

Besides the aforementioned criterions, many others such 

as risk, safety and feasibility are commonly used in a PdM 

model. Usually, just one of these criterions is used as the 

optimization objective, e.g., minimizing maintenance cost, 

maximizing system reliability or minimizing equipment 

downtime, etc. However, such single-objective 

optimization approaches are often not enough to find the 

optimal solution that best represents the operator’s 

preference on optimization objectives. For example, given 

a multi-component system, when the minimum 

maintenance cost is achieved, the reliability of a certain component 

may be too low to be acceptable. This is because that the 

components may be heterogeneous and diverse, the maintenance 

costs and degradation processes are also different. In this case, 

multi- objective optimization approaches are promising to achieve 

a better trade-off among different optimization objectives [47].  

Optimization for even greater impact: 

•Continuous improvement: Regularly review and refine predictive 

models based on new data and real-world experiences. 

Integration with other systems: Connect predictive maintenance 

programs with enterprise resource planning (ERP) systems to 

streamline maintenance workflows and resource allocation. 

Human-AI collaboration: Leverage the strengths of both AI and 

human expertise for more accurate diagnoses and informed 

maintenance decisions. 

 

VI . DISCUSSION 

 Predictive maintenance has undergone a remarkable transformation, 

evolving from a reactive approach to a proactive and data-driven 

strategy for cost minimization, availability/reliability maximization 

and multiple objectives. This journey has been fueled by 

advancements in technology, particularly the rise of: 

Sensor technology: Sensors embedded in equipment continuously 

gather real-time data on performance and health. 

Big Data analytics: Advanced algorithms analyze vast amounts of 

collected data to identify patterns and predict potential failures. 

 Machine Learning (ML) and Artificial Intelligence (AI): These    

technologies learn from historical data and sensor readings to 

refine predictions and recommend optimal maintenance 

actions. 
Predictive maintenance (PdM) is a game-changer for smart 

industrial systems. It's a shift from reactive maintenance (fixing 

things when they break) to proactive maintenance (addressing 

issues before they cause problems). This is achieved through the 

power of data analysis and artificial intelligence (AI). 

The PdM approaches based on a single prediction method have 

several disadvantages. they risk to not providinga fault prediction 

framework with higher accuracy and reliability since their 

predictions are based on the quality and availability of Data 

coming from different sensors. So, a hybrid approach has gotten 

the attention of many researchers recently. In the literature, a 

hybrid model-based PdM task can be classified into series and 

parallel approaches. As an example of a series approach, a 

physical model is first used to establish prior knowledge about the 

monitored manufacturing process. On the other hand, data-driven 
methods behave like state estimators to capture unmeasured 

process parameters. Within this process, data-driven methods 

serve as an online parameter estimation technique to continuously 

update model parameters when new data is available [26]. A 

parallel approach takes advantage of the strong computational 

capability of data-driven models to predict residuals that are not 

explained by first principle models [7]. Most of the literature 

work uses a fusion process to integrate the outputs of physical 

model-based and data- driven approaches. Du et al. [9], have 

combined the BPNN with Subtractive clustering analysis to 

conduct an FDD of the system. Different combinations of hybrid 

approaches were proposed in the literature: Multiples knowledge-

based models, knowledge-based models with data-driven models, 

knowledge-based models with physics-based models, 
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Knowledge-based models with data-driven models and 

physics-based models. more details can be found in [16]. 

VII.  CONCLUSION 

 

This paper presents the most recent reviews found in the 

literature and related works on predictive maintenance. A 

classification and a comparison of the existing approaches is 

also proposed. Predictive maintenance stay an open domain of 

research. Many challenges were dressed in different surveys 

and reviews [8, 16]. One of the common challenges is the lack 

of labeled failure data in the manufacturing industry, 

uncertainty management, the lack of a systematic approach to 

design and develop predictive maintenance systems, the 

extrapolation of existing solutions to complex system 

applications, including multiple components, and their 

associated faults, the fusion of large and different sources of 

condition monitoring data, the incorporation of external 

influence data, formalization and sharing of knowledge, In 

fact, three fundamental problems in the context of PdM are 

souligned in the literature review : 1) PdM system 

architectures should be compatible with various industrial 

standards, be easy to integrate with the emerging of future 

techniques, satisfy the basic requirements of PdM. (2) The 

purposes of PdM should be well jointlyinvestigated and set. 

Finally, (3) The approaches for fault diagnostic and prognostic 

must be designed and tailored for specific problems [20]. 
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