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Abstract - Facial Recognition is a Deep Learning 

Technology, in which the system uses more than one 

photograph of a user or a set of faces that were captured as 

a video during training session to recognize and 

authenticate. It is an AI combined Deep Learning 

Technique which is a step forward in biometric 

authentication system. It consists of two algorithms 

 (i)CNN – Convolutional neural network 

 (ii)Ada Boost Algorithm 

The Concept has a wide spectrum of applications like 

Attendance system in Educational institutions and 

organizations, deep face reaction monitor, privacy locks in 

hand held devices etc.  

We also included a Comparative Facial match algorithm 

which uses multiple images of a user to authenticate and 

authorize to process further actions. These systems can 

detect person with an accuracy of 94.5% with the help of 

CNN & Ada Boosting algorithm, it also be used in an ATM 

or provisional store’s surveillance camera to identify the 

thief by facial recognition and to alert nearby cops. The 

major advancement is that the system has improved 

security and data integrity in database, it’s least likely 

possible for a person to breach the database.  

 

Key Words:  CNN, Ada Boost Algorithm, Open CV, 

TKinter, Comparative Facial match algorithm. 

 

 

 

1.  INTRODUCTION 

 
Pandemic has almost changed everything in every 

aspect, to prevent the contact and to eliminate the spread 

of infection people adapted to use online attendance 

system using facial recognition, the major Algorithms 

we’re implementing here is the most popular CNN 

(convolutional neural network), Ada Boosting Algorithm 

then finally the Comparative facial match Algorithm. 

 In the beginning phase the user face is registered 

in database as a multiple images and a set of videos using 

the training module. Once after the face is registered 

whenever the person is in-front of web camera, the 

recognition module automatically detects the person and 

compares the present image with the pre-existing image 

that found in the database. Whenever the face match is 

found accurate (i.e. that is more than 94.5% accurate 

using CNN) the system will mark present for the person 

in attendance, here CNN plays a vital role in matching 

images as a set of matrix and producing an output with a 

perfect accuracy. 

 Then followed by Ada Boost Algorithm which 

ensures that the face detected has recognized efficiently 

without any deviations in results. So that the online 

attendance system will functional with high accuracy 

without any errors. The major advancement is that if the 

system is installed together with the surveillance camera 

of a store or an ATM it acts as a real-time security 

monitor. if any images that found in database is 

mentioned as wanted list, it alerts the cops as soon as 

possible whenever the person is detected in those 

surveillance camera. 

 The outcome is much effective and serves its 

purpose in terms of identifying the faces of a person using 

it. 

 
Figure 1: Example image for the dataset 

2. RELATED WORKS 

 

[1] The work done by author C Ding and D. Tao, 

"Trunk-branch ensemble convolutional neural networks 

for video-based face recognition", IEEE transactions on 

pattern analysis and machine intelligence, vol. 40, no. 4, 

pp. 1002-14, Apr 2018. 

 Human faces in surveillance videos often suffer 

from severe image blur, dramatic pose variations, and 

occlusion. In this paper, we propose a comprehensive 

framework based on Convolutional Neural Networks 

(CNN) to overcome challenges in video-based face 

recognition (VFR). First, to learn blur-robust face 
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representations, we artificially blur training data 

composed of clear still images to account for a shortfall 

in real-world video training data. Using training data 

composed of both still images and artificially blurred 

data, CNN is encouraged to learn blur-insensitive features 

automatically. Second, to enhance robustness of CNN 

features to pose variations and occlusion, we propose a 

Trunk-Branch Ensemble CNN model (TBE-CNN), 

which extracts complementary information from holistic 

face images and patches cropped around facial 

components. TBE-CNN is an end-to-end model that 

extracts features efficiently by sharing the low- and 

middle-level convolutional layers between the trunk and 

branch networks. Third, to further promote the 

discriminative power of the representations learnt by 

TBE-CNN, we propose an improved triplet loss function. 

Systematic experiments justify the effectiveness of the 

proposed techniques. Most impressively, TBE-CNN 

achieves state-of-the-art performance on three popular 

video face databases: PaSC, COX Face, and YouTube 

Faces. With the proposed techniques, we also obtain the 

first place in the BTAS 2016 Video Person Recognition 

Evaluation. 

[2]  The work done by another author Y Duan, J Lu, 

J Feng and J. Zhou, "Context-aware local binary 
feature learning for face recognition", IEEE 

transactions on pattern analysis and machine 

intelligence, vol. 40, no. 5, pp. 1139-53, May 2018. 

 

In this paper, we propose a context-aware local 

binary feature learning (CA-LBFL) method for face 

recognition. Unlike existing learning-based local face 

descriptors such as discriminant face descriptor (DFD) 

and compact binary face descriptor (CBFD) which learn 

each feature code individually, our CA-LBFL exploits the 

contextual information of adjacent bits by constraining 

the number of shifts from different binary bits, so that 

more robust information can be exploited for face 

representation. Given a face image, we first extract pixel 

difference vectors (PDV) in local patches, and learn a 

discriminative mapping in an unsupervised manner to 

project each pixel difference vector into a context-aware 

binary vector. Then, we perform clustering on the learned 

binary codes to construct a codebook, and extract a 

histogram feature for each face image with the learned 

codebook as the final representation. In order to exploit 

local information from different scales, we propose a 

context-aware local binary multi-scale feature learning 

(CA-LBMFL) method to jointly learn multiple projection 

matrices for face representation. To make the proposed 

methods applicable for heterogeneous face recognition, 

we present a coupled CA-LBFL (C-CA-LBFL) method 

and a coupled CA-LBMFL (C-CA-LBMFL) method to 

reduce the modality gap of corresponding heterogeneous 

faces in the feature level, respectively. Extensive 

experimental results on four widely used face datasets 

clearly show that our methods outperform most state-of-

the-art face descriptors. 

[3] The Research done by author W Xie and A. 

Zisserman, "Multicolumn networks for face 

recognition", arXiv preprint arXiv:1807.09192, Jul 2018. 

The objective of this work is set-based face 

recognition, i.e. to decide if two sets of images of a face 

are of the same person or not. Conventionally, the set-

wise feature descriptor is computed as an average of the 

descriptors from individual face images within the set. In 

this paper, we design a neural network architecture that 

learns to aggregate based on both “visual” quality 

(resolution, illumination), and “content” quality (relative 

importance for discriminative classification). To this end, 

we propose a Multicolumn Network (MN) that takes a set 

of images (the number in the set can vary) as input, and 

learns to compute a fix-sized feature descriptor for the 

entire set. To encourage high-quality representations, 

each individual input image is first weighted by its 

“visual” quality, determined by a self-quality assessment 

module, and followed by a dynamic recalibration based 

on “content” qualities relative to the other images within 

the set. Both of these qualities are learnt implicitly during 

training for setwise classification. Comparing with the 

previous state-of-the-art architectures trained with the 

same dataset (VGGFace2), our Multicolumn Networks 

show an improvement of between 2-6% on the IARPA 

IJB face recognition benchmarks, and exceed the state of 

the art for all methods on these benchmarks. 
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3. METHODOLOGY PROPOSED 
 

Methodologies used: 

 The face recognition system is pre equipped with 

the set of data that gathered from the google and the open 

cv, that is useful in training the module to attain the 

targeted accuracy. The major algorithms like CNN, Ada 

Boost and Comparative match is provided below as well 

as the detailed description of each module also provided.  

The combination of those methodologies yields 

maximum of 94.5% accuracy in detecting and 

recognizing users. 

GUI Interface: 

GUI (Graphical User Interface) provides an 

interaction between the user and recognition machine. By 

importing the TKinter module the GUI application main 

window is created as shown in [Figure 2]. The GUI 

interface window consists three important stages 

1. Training/Register face 

2. Recognition and authenticate face 

3. Exit 

Figure 2: GUI Interface 

Stage 1: Register the user face in database for training 

To Recognize a person one has to train it’s facial 

biometrics in the module as shown in the [Figure 1]. In 

this stage, the user registers their facial biometrics for the 

future recognition process. Ones the Biometrics are 

stored in the database the registration stage gets 

completed. 

 

 

 
Figure 3: User Id info. Screen 

 

Stage 2: To Recognize the live image and authenticate 

face 

 

Through capturing the face in the web-camera, 

the recognition module authenticates the live facial image 

with the database facial biometrics to find the out whether 

the image matches with the targeted accuracy.  

Figure 4: Feedback from training module and storing the 

data in the database 

Stage 3: To Terminate the Recognition process 

 If the user chooses to move out from the GUI 

interface, Exit. 

4. ARCHITECTURAL AND DATA FLOW 

DIAGRAM 
 

Architectural diagram: 

 The architectural diagram consists of two parallel 

set of processes, in that one will fetch the pre-existing 

data’s from the database and the other will fetch the live 

images of an user with the help of web-camera, now both 

the process will compare the data of one another, if the 

correct match found in an certain accuracy, it displays the 

result, else it produce output as “unknown” or “Image not 

matched”. 
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Figure 5: Architectural Diagram 

 

Data Flow Diagram: 

 

 Generally, data flow diagram refers the flow of 

data and its functionality. In the program, these system 

starts with capturing the image of an user through the web 

camera[Figure 1] then followed by detecting and 

cropping out only the face and eliminating other things in 

an image[figure 3].  

The detected face is then processed with Ada 

Boosting algorithm to extract and improvise the image 

quality. Now the image is compared with the pre-existing 

images from the database that were stored when the user 

is registered his face in training module. When the images 

of both training and recognizing module matches the 

system successfully produce the output as image 

matched. Else not. 

 

 
Figure 6: Data Flow Diagram 

 

5.RESULTS AND OBSERVATIONS 
 

The system worked well efficient in different 

scenarios 

 While training the AI it is mandatory to look at 

the camera only by the respective person (if 

two or more person present while training the 

AI it may lead to confusion and 

misinterpretation of person). 

 We can train the AI even by wearing the 

spectacles but it is advisable to remove the 

specs for clear image capturing. 

 During the recognition process the auto-focus 

function focuses only the live face of a user to 

detect and identify. It won’t consider any 

images or photographs that showed in-front of 

camera to recognize. 
 

Training: 

 

 
Figure 7: Training Module Example 

 

Recognition: 

 

 
Figure 8: Recognition Module Example 

 

6.CONCLUSION 
 

In this work we’ve made two major modules one is 

training the AI and the other is recognizing the user. Both 

the modules works fine with the help of convolutional 

neural network(CNN) and also achieved a good amount 

of accuracy while detecting and recognizing faces. On 

considering the accuracy percentage of 94.5% it is good 

to go in any type of government, private and non-private 

surveillance cameras to detect and recognize the thieves 

or criminals who were been in wanted list but for that we 

need an authorization from officials to access their 

confidential data base. So for now we focus our project 

into online attendance system using facial recognition by 

using camera which yields a good success accuracy rate. 
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