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Abstract- Significant technological advancements 

have occurred over the past 10 years, which have 

the ability to make daily living routines more 

convenient on both a corporate and personal 

level. The sharing of data with other global web 

applications that keep tabs on your daily actions, 

however, is the next real-life problem. Building a 

collaborative platform and maintaining 

individual privacy are the main concerns for 

training a global Deep Learning (DL) model. Deep 

learning is a subset of machine learning that 

makes use of multiple-layered neural networks to 

extract patterns from data. This technology has 

been used to develop several privacy-preserving 

techniques, including data anonymization, 

differential privacy, and homomorphic 

encryption. Deep Neural Network (DNN) has 

been appearing incredible potential in sorts of 

real-world applications such as extortion 

discovery and trouble expectation. In the 

meantime, information separation has gotten to 

be a genuine issue right now, i.e., diverse parties 

cannot share information with each other. To 

unravel this issue, most investigate leverages 

cryptographic strategies to prepare secure DNN 

models for multi-parties without compromising 

their private information. In spite of the fact that 

such strategies have solid security ensure, they are 

troublesome to scale to profound systems and 

expansive datasets due to its tall communication 

and computation complexities. 
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I. INTRODUCTION: 

The extraction of hidden patterns, which businesses 

can utilize to base business choices on the outputs 

produced by these algorithms, is a crucial function of 

machine learning (ML) and deep learning (DL) 

algorithms. All of the domains employ ML/DL 

algorithms. The ML/DL algorithms were trained using 

data that was stored in a central location. Security 

issues, single points of failure, increased latency, and 

other difficulties could be caused by centralizing data 

storage [11]. To solve the drawbacks of centralized 

storage for machine learnings, the concept of 

distributed learning was brought into the IoT context 

[14]. The training data is stored in several locations 

and sent to the ML/DL algorithms during distributed 

learning [20]. With distributed ML, the training time 

for ML/DL algorithms was greatly decreased. Using 

the use of federated learning (FL), a development of 

distributed ML, ML/DL algorithms can be trained on 

data that is available on a variety of platforms [2]. 

FL is a method of deep learning that requires training 

a centralized model cooperatively across numerous 

client’s data, as a result it encourages the protection of 

client privacy while developing trained models that 

make use 
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of the data of all involved customers. FL does not 

entirely protect against malicious attacks, inference 

attacks in particular are a major concern. However, 

we examine and then demonstrate how the theoretical 

privacy may be accomplished in the federated 

situation by using the differential privacy method at 

the specific level in order to promote trust [3],[15]. 

Nowadays one of the most applicable issues for 

machine learning has been the privacy preserving 

issue. The best method for privacy preserving 

machine learning (PPML) to assure robust security 

in the sense of cryptography and fulfil 

communication succinctness is FHE. FHE encryption 

method allows ciphertext to be processed by any 

deep arithmetic or Boolean circuit without having 

access to the original data [4]. 

 

 
II. OVERVIEW OF

 PRIVACY PRESERVATION 

Privacy preservation refers to the protection of 

sensitive information from unauthorized access, use, 

disclosure, or modification. In recent years, privacy 

has become a growing concern as large amounts of 

personal data are being collected and analyzed for 

various purposes. Privacy preservation techniques 

aim to balance the need for data analysis with the 

need to protect individual privacy. 

There are different types of privacy preservation 

methods, they are Differential Privacy, 

Homomorphic encryption, multi-party 

communication, Federated learning, Ensemble 

privacy preserving techniques. 

A type of encryption called homomorphic encryption 

enables calculations to be made on ciphertext 

without exposing the plaintext. In other words, it 

makes it possible to execute calculations on 

encrypted data, which is advantageous in situations 

when data privacy is crucial. 

A type of encryption called functional encryption 

enables access control to be applied to encrypted 

data. It provides fine grained 

access control by encrypting data with a specific 

function or attribute [12]. 

Both techniques have important applications in areas 

such as cloud computing, data privacy and secure 

computation. 

Without the need to first decode the data, Fully 

Homomorphic Encryption enables arbitrary 

calculations to be done on encrypted data. FHE is 

viewed as an extension of PHE, where computations 

on encrypted data can be performed for any operation. 

Advantage of homomorphic encryption is it prevents 

the data leakage or breaches by storing the sensitive 

data and processing the data in a secured and private 

manner [4]. 

 

 
III. CHALLENGES OF PRIVACY 

PRESERVATION: 

The several challenges associated with preserving 

privacy are: 

A. Data Protection: 

One of the privacy preserving using deep learning is 

ensuring that sensitive data is protected. When deep 

learning models are trained on sensitive data, there is 

a risk that the data could be compromised if the model 

is hacked [9],[14],[22],[34]. 

B. Anonymization: 

Anonymization is a key technique used to preserve 

privacy, but it can be challenging to implement 

effectively. Anonymization involves removing 

personal identifying information from data, but it can 

be difficult to ensure that data remains anonymous 

without sacrificing its utility for training deep learning 

models [12],[13]. 

C. Adversarial attacks: 

Deep learning models are susceptible to adversarial 

assaults, in which a perpetrator changes inputs 

knowingly in an effort to deceive the model. These 

attacks have the potential to violate the privacy of 

people whose data were used to train the model or to 

extract sensitive information from it [11],[20]. 
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D. Data poisoning: 

Data poisoning is the deliberate addition of false or 

harmful information to a dataset with the goal of 

compromising information or the privacy of persons 

whose information was utilized to train the model 

[11]. 

E. Transparency: 

It can be difficult to read deep learning models, which 

makes it difficult to understand how they process data 

and how they could harm privacy. To make sure that 

deep learning models are not jeopardizing privacy, 

transparency is essential [10],[15],[18]. 

F. Security: 

Security is a significant challenge in privacy 

preservation because sensitive information that is 

being protected must be safeguarded from 

unauthorized access, modification, or disclosure. 

Privacy preservation techniques such as data 

anonymization, differential privacy, and 

homomorphic encryption all rely on robust security 

mechanisms to ensure that sensitive information is 

protected while still allowing for effective data 

analysis [18]. 

Overall, preserving privacy requires careful attention 

to design and implementation of models, as well as 

ongoing monitoring and adaptation to address new 

threats and vulnerabilities. 

 

 

IV. SECURITY ISSUES ON 

PRIVACY PRESERVATION: 

Privacy preservation is an essential aspect of 

modern-day digital communication, as it ensures 

that individuals' personal information remains 

protected and secure from unauthorized access. 

However, despite advancements in technology, there 

are still security issues related to privacy preservation 

that need to be addressed. 

A. Data breaches: 

One of the biggest security issues related to privacy 

preservation is data breaches. When 

organizations collect and store personal information, 

there is always a risk of the data being hacked or stolen 

by cybercriminals. These breaches can lead to identity 

theft, financial loss, and other security issues 

[11],[13],[15],[18],[39]. 

B. Lack of encryption: 

Encryption is a critical tool for privacy preservation. It 

secures data by encoding it in a format that only 

authorized users can interpret. However, if data is not 

encrypted or if weak encryption is used, it can be 

easily hacked or intercepted [11],[19],[28]. 

C. Inadequate access controls: 

Access controls are critical in ensuring that only 

authorized personnel can access sensitive data. 

However, if these controls are not adequately 

implemented or managed, it can lead to security 

breaches and data leaks [11],[13],[23]. 

D. User error: 

Another security issue related to privacy preservation 

is user error. This can occur when individuals fail to 

properly secure their devices, use weak passwords, or 

fall prey to phishing scams. It is essential to educate 

users on best practices for privacy preservation to 

minimize the risk of user error [14],[17]. 

E. Lack of transparency: 

Lack of transparency in data collection and usage can 

also be a security issue related to privacy preservation. 

Users may be less inclined to trust companies and run 

the danger of their data being exploited if they are 

unaware of how their personal information is gathered 

and handled [14],[16],[19]. 

 

 

V. COUNTERMEASURES TO 

SECURITY IN PRIVACY 

PRESERVATION: 

Strong security measures must be implemented in 

order to safeguard personal data and ensure privacy 

preservation. This requires a combination of 

encryption, access controls, user 
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education, and transparency to minimize the risk of 

security breaches and data leaks. Few of the methods 

are: 

A. Convolutional Neural Networks (CNNs): 

A particular kind of neural network that excels at 

processing images is the CNN. They use a technique 

called convolution to identify patterns in images, 

such as edges, corners, and shapes [23]. CNNs have 

become a popular choice for tasks such as image 

recognition, object detection, and segmentation 

[17][19]. 

B. Recurrent Neural Networks (RNNs): 

RNNs are a type of neural network where sequential 

data can be processed such as text, speech. Unlike 

traditional neural networks, which process all inputs 

independently, RNNs use feedback connections to 

retain information from previous inputs. This allows 

them to remember context and understand the 

meaning of a sentence, for example [11],[13],[17]. 

C. Generative Adversarial

 Networks (GANs): 

A particular kind of neural network called a GAN is 

used to create new data based on old data. They are 

made up of a generator network, which generates fresh 

data, and a discriminator network, which assesses the 

quality of the created data. In a procedure known as 

adversarial training, the two networks are trained 

simultaneously while the generator tries to trick the 

discriminator and the discriminator tries to accurately 

identify the generated data [6]. 

D. Long Short-Term Memory (LSTM): 

It’s a kind of RNN that can remember information for 

a longer time than traditional RNNs. They are 

designed to solve the "vanishing gradient" problem 

that can occur in deep neural networks, where 

information is lost as it propagates through the 

network. LSTMs have been used successfully for 

tasks such as speech recognition, language translation, 

and music generation [24]. 

 

Method Effects Solutions 

CNNs Can identify patterns in images. Can be 

used for object detection, segmentation, 

and recognition 

Use convolution to identify features. Apply 

filters to extract relevant information from 

images 

RNNs Can process sequential data such as 

speech and text. Can retain information 

from previous inputs to understand 

context. 

Use feedback connections to retain 

information. Use gating mechanisms to control 

information flow 

LSTMs Can remember information for longer 

periods than traditional RNNs. Can solve 

the vanishing gradient problem in deep 

neural networks. 

Use memory cells to store information. Use 

gating mechanisms to control the flow of 

information 

GANs Can generate new data based on existing 

data. Can be used for image and music 

generation. 

Use two networks that compete with each 

other. Train the generator to produce data that 

fools the discriminator. 

 

Table 1: Countermeasures to Security 
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VI. CONCLUSION: 

The preservation of privacy is a crucial 

component of any private data and poses a 

significant obstacle to its widespread adoption 

because privacy preservation techniques are 

largely dependent on internet connections, 

making them susceptible to various attacks and 

security risks that could have either minor or 

major repercussions. We have looked at the 

articles that include important assaults that 

jeopardize data security. Deep Learning 

techniques have demonstrated considerable 

promise for protecting privacy across a range of 

applications. We provide answers and potential 

defenses as a point of comparison for 

comparative study. 
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