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Abstract—This paper presents a privacy-preserving drug rec- 
ommendation system that leverages patient symptom inputs 
and advanced machine learning techniques to predict potential 
diseases and provide personalized treatment suggestions. The 
system ensures the secure handling of user data by incorporating 
privacy-preserving AI methodologies such as data minimization, 
local processing, and encryption techniques. Additionally, it 
maintains timestamped patient histories in the IST timezone 
to support continuity of care without compromising sensitive 
information. The proposed approach integrates a user-friendly 
interface with a robust, privacy-sensitive backend to enhance 
healthcare accessibility and build trust, particularly in remote or 
underserved regions. 

Index Terms—Drug recommendation, disease prediction, 
symptom analysis, machine learning, healthcare system 

 

I. INTRODUCTION 

The Drug Recommendation System is a web-based applica- 

tion developed to assist users in identifying potential diseases 

based on their symptoms and providing personalized drug and 

treatment recommendations. Designed with a strong emphasis 

on privacy-preserving artificial intelligence, the system ensures 

that patient data remains secure while enabling accurate health 

assessments. This tool is especially valuable in areas with 

limited access to immediate healthcare, offering preliminary 

medical guidance to patients from the comfort of their homes. 

Key features of the system include secure user authentica- 

tion (signup, login, logout), symptom-based disease prediction, 

and tailored treatment suggestions. Upon entering symptoms 

along with patient details such as age and pain severity, the 

application predicts the most probable disease using a Random 

Forest classification model and then recommends appropriate 

drugs for the identified condition. A user-specific history 

feature is implemented to allow tracking of previous health 

interactions, with all sensitive data managed securely to protect 

user privacy. 

The system is built using Python and Flask for backend 

development, SQLite for lightweight and secure data storage, 

and HTML/CSS for a clean, responsive frontend. The disease 

prediction engine employs a Random Forest model trained on 

a symptom-disease dataset, integrated using Pickle. With an 

emphasis on privacy-preserving AI, the system ensures that 

user data is handled responsibly by applying encryption and 

access control mechanisms where necessary. This application 

not only improves access to health recommendations but also 

establishes a foundation for ethical AI practices in digital 

healthcare. 

Objectives of the project include: 

• To Develop an AI-based system that provides personal- 

ized drug recommendations based on individual patient 

profiles. 

• To Implement privacy-preserving techniques using Dif- 

ferential Privacy to safeguard sensitive medical data 

• To Develop a chatbot with a user-friendly interface to 

provide accurate and personalized drug recommendations 

• To Store and track symptoms entered by users along with 

the predicted disease for future reference and analysis. 

 

II. LITERATURE REVIEW 

Building AI Models of Patient-Specific Drug Side Effect Pre- 

dictions explores machine learning-based side effect prediction 

using Random Forest and Graph Convolutional Networks. Uti- 

lizing the SIDER dataset, the authors link molecular structure 

to adverse drug effects. The proposed architecture integrates 

molecular and patient embeddings to generate more personal- 

ized predictions [1]. 

A Comprehensive Approach for Healthcare Decision-Making 

Through Integrated Data Mining and NLP-Enhanced Drug 

Recommendation Systems proposes two methodologies. One 

uses sentiment analysis (VADER) and NLP to predict dis- 

eases and recommend drugs using a weighted average ap- 

proach. The second applies SVM and Random Forest with 

TF-IDF and n-gram analysis to classify patient reviews for 

drug recommendations. These models are trained on the 

Disease-Symptom Knowledge database and the UCI Drug Re- 

view dataset, demonstrating improved support for healthcare 

decision-making [2]. 

A Collaborative Cross-Attention Drug Recommendation Model 

Based on Patient and Medical Relationship Representations 

introduces the CCDR model, designed to predict effective and 

safe drug combinations using patients’ historical medical data. 

It leverages Bi-GRU for patient representation and a Medical 

Relational Graph Convolutional Network (MR-GCN) to model 

relationships among diagnoses, procedures, and drugs. A col- 

laborative cross-attention mechanism enhances feature fusion, 
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and DDI loss ensures drug safety. The model’s effectiveness 

is validated on the MIMIC-III dataset [3]. 

An Epilepsy Drug Recommendation System by Implicit Feed- 

back and Crossing Recommendation presents the IFCR model 

focused on epilepsy treatment. It extracts features from EHRs 

using NLP and applies Non-negative Matrix Factorization for 

recommendation. A crossing recommendation strategy synthe- 

sizes multiple symptom profiles. Compared to ANN baselines, 

IFCR offers better interpretability, faster convergence, and 

improved recall [4]. 

A Link Prediction Approach for Drug Recommendation in 

Disease-Drug Bipartite Network proposes a link prediction 

method on a bipartite network constructed from Drugs.com. 

The model transforms the bipartite network into a single-mode 

network and identifies internal links using weighted common 

neighbors. The proposed IL method outperforms traditional 

similarity-based link predictors, offering a promising approach 

for drug recommendation [5]. 

BetterChoice: A Migraine Drug Recommendation System 

Based on Neo4J is a graph-based system using Neo4J to assist 

in migraine drug selection. It employs collaborative filtering 

and patient similarity (minimum 80%) to recommend drugs 

based on historical headache records. Drug safety is verified 

through contraindication and interaction checks. Deployed on 

AWS, the system performs efficiently on simulated data of 

100,000 patients [6]. 

Drug Recommendation System Using Machine Learning uti- 

lizes patient demographics, history, and review data to rec- 

ommend drugs using Naive Bayes and sentiment analysis. 

Feature engineering and vectorization methods such as TF-IDF 

and Word2Vec, combined with models like LinearSVC and 

LGBM, yield high accuracy (up to 97% with Naive Bayes and 

93% with TF-IDF and LinearSVC). This model significantly 

supports personalized healthcare [7]. 

Enhancing Precision Drug Recommendations via In-Depth Ex- 

ploration of Motif Relationships introduces DEPOT, a motif- 

aware drug recommendation framework. It decomposes drugs 

into motif trees and uses a structure-aware graph transformer 

to capture motif repetition and evolution based on patient 

condition. The system includes a historical weighting strategy 

to control drug-drug interactions (DDIs), and achieves superior 

accuracy and safety on datasets like MIMIC-III, MIMIC-IV, 

eICU, and OMOP. 

Multi-Visit Interactive Recalibration Network for Drug Recom- 

mendation with a Triple Graph Encoder proposes MIRNet, 

which combines a Medical Recalibration Module (MRM), 

Multi-Visit Filter (MVF), and Triple Graph Encoder (TGE). 

This model effectively learns from EHRs and integrates 

knowledge from DDI and molecular graphs using GCNs. It 

shows strong performance on the MIMIC-III dataset, with each 

module contributing significantly to its success [8]. 

RX Assist - Smart Disease Prediction and Drug Recommenda- 

tion presents an ML-driven system that uses ensemble models 

(Naive Bayes, RF, LR, Decision Trees) with majority voting 

for disease prediction, and Random Forest and Naive Bayes 

for drug recommendation. The system achieves high accuracy 

(98.4% to 100%) on simulated data and also supports doctor- 

patient interactions and appointment scheduling, although real- 

world validation is still needed [9]. 

III. EXPERIMENTAL SETUP 

This section provides a detailed account of the experimental 

setup employed for implementing the Privacy-Preserving AI 

for Patient-Specific Drug Recommendation System. The setup 

consists of a combination of hardware and software compo- 

nents that are essential for model development, deployment, 

and user interaction. 

A. Software Requirements 

The system requires a compatible operating system such as 

Ubuntu 20.04 or later, Windows 10 or later, or macOS 11 or 

above. The core programming language used for development 

is Python, specifically version 3.8 or higher. For the backend 

framework, Flask version 2.0 or above is used to build the 

web application interface. SQLAlchemy is integrated as an 

Object-Relational Mapping (ORM) tool to manage database 

interactions efficiently. For storage purposes, SQLite can be 

used during local development, whereas PostgreSQL is rec- 

ommended for production environments. 

In terms of machine learning, the system uses scikit-learn 

for model training and inference. Data processing is handled 

using pandas and numpy. To save and load machine learning 

models, either joblib or pickle is employed, particularly for 

serializing the RandomForestClassifier model. 

The frontend is developed using standard web technologies 

such as HTML and CSS, along with Bootstrap to ensure a re- 

sponsive and modern user interface. Optionally, Flask-Admin 

can be used to design an administrative dashboard interface. 

Development tools include Visual Studio Code or PyCharm as 

Integrated Development Environments (IDEs), along with Git 

and GitHub for version control. For model experimentation or 

training, Google Colab may also be utilized. 

For monitoring and logging, the system incorporates the 

default Flask logging module. Additionally, optional services 

such as Sentry or custom logging scripts can be integrated to 

monitor errors and maintain logs in a production setting. 

B. Hardware Requirements 

Development Workstation: 

The development workstation should be equipped with at 

least a dual-core CPU running at 2.4 GHz or higher. A 

minimum of 4 GB RAM is required, although 8 GB is 

recommended for better performance. At least 20 GB of 

free disk space should be available to store project files and 

dependencies. A stable internet connection is necessary for 

downloading packages and accessing cloud-based APIs during 

development. 

Deployment Environment: 

For deployment on a VPS or cloud-based virtual machine, 

the system should have a CPU with 2 to 4 cores. RAM should 

range between 4 GB and 8 GB to handle concurrent requests 

and ensure smooth processing. Storage should be based on 
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SSDs with at least 20 GB of available space to support fast 

read/write operations. The network bandwidth should be at 

least 10 Mbps or higher to ensure real-time responsiveness 

and seamless interaction with the deployed machine learning 

model. 

IV. ARCHITECTURE OF THE SYSTEM 

High Level Design of the System: 

 

Fig. 1. Integrated Drug Recommendation System Architecture 

 

1) Drug Recommendation Module: 

a) Provides a User Interface for patients to interact 

with the system. 

b) Accepts input symptoms from the user. 

c) Uses an ML-based Disease Detector trained on 

a symptom-to-disease mapping dataset to predict 

possible illnesses. 

d) Employs a Drug Recommendation Engine that: 

i) Maps predicted diseases to recommended drugs 

using the drug database. 

ii) Cross-references the patient’s user history.db to 

ensure safe and personalized recommendations. 

e) Displays the recommended drugs and usage in- 

structions via the Recommendation Display inter- 

face. 

2) Admin Module: 

a) Offers secure Admin Login to authorized users. 

b) Allows admins to View Patient History stored in 

user history.db. 

c) Enables Drug Database Management, including the 

addition, deletion, and updating of drug records in 

the drug database. 

 

Fig. 2. Data Flow Diagram Level-0 

 

 

 
 

 

 

Fig. 3. Data Flow Diagram Level-1 

 

 

 

Fig. 4. Data Flow Diagram Level-2 

 

V. METHODOLOGY 

The proposed system for disease prediction using machine 

learning follows a structured methodology consisting of sev- 

eral key steps, as described below. 

 

A. Data Collection 

The dataset used for training the model is obtained from 

a CSV file named Training.csv. It contains multiple rows, 

each representing a patient’s symptom profile along with 

a corresponding diagnosis (prognosis). The symptoms are 

represented as binary or numerical features, and the prognosis 

is a categorical label indicating the disease. 

 

B. Data Preprocessing 

The data is preprocessed using the pandas library. The 

features (X) are extracted by dropping the prognosis column 

from the dataset, while the target labels (y) are taken directly 

from the prognosis column. Since machine learning algorithms 

require numerical input, the categorical labels in y are en- 

coded into numeric form using the LabelEncoder from the 

sklearn.preprocessing module. 

 

C. Model Selection and Training 

A RandomForestClassifier from the sklearn.ensemble li- 

brary is selected due to its robustness, high accuracy, and 

suitability for classification tasks. The classifier is instantiated 

with 100 estimators and a fixed random state to ensure 

reproducibility. The model is then trained on the preprocessed 

features (X) and the encoded labels (y_encoded). 
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D. Model Serialization 

After training, both the trained Random Forest model 

and the Label Encoder are serialized using the pickle li- 

brary. These are stored together in a single file named dis- 

ease_model_with_le.pkl. This serialized file can be loaded 

later to perform predictions without retraining the model or 

re-encoding the labels. 

E. Deployment Readiness 

The saved model and encoder make the system ready for 

deployment in real-world applications. Given input symptoms, 

the system can predict the most probable disease by loading 

the model and using it for inference. The inclusion of the 

Label Encoder ensures that the predicted numeric label can 

be decoded back to its original disease name. Drug 

F. Model and Data Loading 

At the core of the system lies a RandomForestClassifier 

model, which is loaded along with its corresponding Labe- 

lEncoder from a serialized file (disease_model_with_le.pkl). 

This model was trained on a dataset of symptoms and disease 

labels to learn the mapping between symptom combinations 

and likely diseases. 

Additionally, the system loads: 

• A list of symptom names from the training dataset to map 

user-input symptoms to model features. 

• Disease descriptions from description.csv. 

• Recommended medications from medications.csv. 

G. User Input Processing 

The user interacts with the system via a web interface where 

symptoms are entered as a comma-separated string. These 

symptoms are: 

• Converted to lowercase for case-insensitive matching. 

• Tokenized and stripped of whitespace. 

• Translated into a binary feature vector indicating the 

presence (1) or absence (0) of each symptom as expected 

by the model. 

If none of the symptoms match the database, an error 

message is displayed to prompt the user for valid input. 

H. Prediction and Recommendation 

Upon successful preprocessing, the binary feature vector is 

passed to the loaded model to predict the most likely disease. 

The predicted label is decoded using the LabelEncoder. 

The predicted disease name (case-insensitive) is then used 

to retrieve: 

• A description of the disease from the description dictio- 

nary. 

• A list of medications from the medications dictionary. If 

the medication list is stored as a string representation of 

a list, it is safely parsed using the ast.literal_eval method. 

The result is then rendered to the user on the result.html 

page, displaying the predicted disease, its description, sug- 

gested medications, and the original input symptoms. 

I. User History Tracking 

The system includes functionality to save prediction history 

for logged-in users. When the user submits symptoms and 

receives a prediction: 

• The symptoms, predicted disease, and user ID (retrieved 

from session) are used to create a new entry in the 

database. 

• This data is committed to a SymptomHistory table, al- 

lowing users to view their past diagnoses. 

J. Deployment Considerations 

The use of Flask provides an intuitive interface for both 

user input and result display. The design ensures: 

• Model reuse without retraining. 

• Real-time symptom analysis and prediction. 

• Scalable addition of new diseases, descriptions, and med- 

ications through CSV file updates. 

K. Outcome 

The final outcome is an interactive, intelligent disease 

prediction system that not only diagnoses based on symptoms 

but also educates users about the disease and suggests possible 

medications. It maintains prediction history and is suitable for 

integration into larger healthcare platforms. 

VI. RESULTS AND DISCUSSION 

The proposed privacy-preserving drug recommendation sys- 

tem demonstrated strong performance using a Random Forest 

model trained on a synthetically generated medical dataset. 

The model effectively predicted diseases based on user- 

provided symptoms and subsequently provided accurate drug 

recommendations, precautionary measures, diet suggestions, 

and workout routines. The Random Forest classifier proved 

advantageous due to its ability to manage high-dimensional 

data and minimize overfitting, achieving an accuracy of over 

90% across evaluation metrics such as precision, recall, and 

F1-score. 
 

 
Fig. 5. This is an result image 

 

A key contribution of this project is its strong emphasis on 

patient data security. All user information, including consul- 

tation history, is securely stored in a local SQLite database 

(history.db). To enhance privacy, a double hashing mechanism 
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is applied before storing sensitive information. This crypto- 

graphic layer ensures that even if the database is compromised, 

raw patient data remains protected against reverse engineering 

and unauthorized access. Combined with a secure login system 

and a clean, responsive user interface, the platform guarantees 

both usability and trust, making it a practical solution for 

intelligent and secure drug recommendations. 

 

 
Fig. 6. This is a history image 

 

VII. CONCLUSIONS 

Developed a robust drug recommendation system that lever- 

ages machine learning, specifically the Random Forest al- 

gorithm, to predict diseases based on user-reported symp- 

toms and recommend suitable medications along with related 

healthcare advice. A key innovation of our system is its 

integration of privacy-preserving techniques, ensuring that 

sensitive patient data are protected throughout the prediction 

and recommendation process. By anonymizing user input and 

securing stored histories, the system maintains user trust while 

offering accurate and personalized healthcare suggestions. 

The implementation of this system demonstrates how AI can 

be applied responsibly in the healthcare domain to support 

both patients and medical professionals. With features like 

log-in-based access, drug-symptom mapping, and historical 

data tracking (with consent), the platform improves accessi- 

bility, accuracy, and data confidentiality. Future improvements 

can include integrating real-time data from electronic health 

records and expanding the model to support multidisease 

prediction, thereby making the system more scalable and 

clinically relevant. 
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