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Abstract—The Kidney stones afflict millions worldwide, causing severe pain and potential complications such as obstruction 

and infection. Timely and accurate detection is crucial for effective treatment planning. This work presents a comprehensive, 

automated pipeline for kidney stone detection in grayscale medical images. The system integrates adaptive preprocessing 

(contrast enhancement and denoising), segmentation via adaptive thresholding and connected component analysis, feature 

extraction harnessing gray-level co-occurrence matrix (GLCM) and local binary patterns (LBP), outlier filtering using z-

score metrics, and classification through convolutional neural networks (CNN), support vector machines (SVM), and 

random forests. An ensemble framework combines model outputs, yielding improved diagnostic performance over 

individual classifiers. We report accuracy, ROC-AUC, precision, recall, and F1-score on validation and test datasets. 

Experimental results demonstrate that the ensemble achieves an accuracy of 94%, surpassing single models, with potential 

for integration into clinical workflow.   
 

Keywords— Kidney Stone Detection; Image Preprocessing; Segmentation; GLCM Features; LBP; CNN; SVM; Random Forest; Ensemble 
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I. INTRODUCTION 

Kidney stones are solid, crystalline mineral deposits that develop within the kidneys and can lead to intense pain known as renal 

colic, as well as a range of serious complications if left untreated. Traditionally, the diagnosis of kidney stones has relied heavily 

on manual interpretation of medical imaging modalities, such as computed tomography (CT) scans and ultrasound images, typically 

performed by trained radiologists. However, this manual process can be both time-consuming and susceptible to inconsistencies 

due to inter-observer variability, which may affect diagnostic accuracy and timeliness. The automation of kidney stone detection 

offers significant potential to reduce clinical workload, speed up the diagnostic process, and improve the reproducibility and 

consistency of results. This project introduces and develops a comprehensive and fully automated computational pipeline that spans 

the entire workflow—from the initial acquisition of grayscale medical images to the final classification of detected kidney stones. 

The system employs a suite of advanced image processing techniques in conjunction with powerful machine learning algorithms. 

The core objectives of this research include designing robust preprocessing and image segmentation methods, extracting highly 

discriminative texture and structural features from medical images, implementing effective strategies to filter out noisy or irrelevant 

samples, training and evaluating multiple classification models, and finally,  

 

 

constructing an ensemble classification approach that combines the predictive strengths of individual machine learning models to 

enhance overall diagnostic performance. 

 

II. LITERATURE  SURVEY 

The rapid advancement of deep learning techniques has had a profound impact on the field of medical imaging, particularly in the 

automated diagnosis of kidney-related conditions such as nephrolithiasis (kidney stones). Kidney stones are solid mineral deposits 

that can obstruct the urinary tract, leading to severe pain and complications. Accurate and early diagnosis is essential for effective 

treatment. Traditionally, diagnosis has relied on radiologist interpretation of imaging modalities like CT scans and ultrasounds. 

However, these methods can be time-consuming, subjective, and prone to inter-observer variability. With the emergence of artificial 

intelligence and deep learning, particularly convolutional neural networks (CNNs), there has been a significant shift toward 

automating kidney stone detection with improved accuracy and speed. Recent studies have proposed various approaches using deep 

learning architectures for medical image classification. For instance, J. Chaki and A. Uçar [1] proposed a robust ensemble deep 

learning approach using inductive transfer learning to enhance kidney stone detection performance. Their model addressed issues 

of limited data availability and variability in clinical imagery. In another study, M. Shetty et al. [7] demonstrated the effectiveness 

of CNNs in detecting kidney stones from CT scan images, achieving notable accuracy and robustness. Similarly, the work by A. S. 

S. et al. [4] focused on real-time object detection in kidney stone imaging, showing the applicability of object detection models in 
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this domain. 

In parallel, the field has also benefited from innovations in other areas of medical diagnostics. For example, M. A. Saleem et al. 

[2][6] and F. H. M. Mohammed et al. [5] have developed transfer learning-based models for stroke detection, which offer valuable 

insights into the portability and adaptability of pretrained networks to kidney imaging tasks. The use of segmentation models in 

cardiac imaging, such as the work by A. Antonopoulos et al. [8], illustrates the importance of accurate anatomical isolation—an 

approach that is equally relevant in kidney stone segmentation. Furthermore, multimodal approaches, like the bio-signal-based 

stroke prediction system by J. Yu et al. [10], highlight the broader potential for combining various data types to improve diagnostic 

precision. These works collectively demonstrate the growing maturity and effectiveness of AI-driven medical diagnostics, laying a 

solid foundation for the development of modular, scalable, and highly accurate pipelines for automated kidney stone detection. The 

emphasis on ensemble learning, transfer learning, and intelligent image segmentation is particularly noteworthy, as these techniques 

continue to shape the future of clinical decision support systems. 

III. PROPOSED WORKFLOW 

Artificial neural networks, a core component of deep learning, enable machines to learn complex patterns from data and make 

accurate predictions. Deep learning, a subset of machine learning, has proven successful in domains such as medical imaging, natural 

language processing, and bioinformatics. In recent years, its potential in improving clinical diagnostics and treatment outcomes has 

gained considerable attention. This project utilizes deep learning to automate the detection of kidney stones from grayscale medical 

images, aiming to reduce diagnostic delays and inter-observer variability among radiologists. 

Figure 1 illustrates the proposed workflow. The process begins with data acquisition and preprocessing, wherein grayscale kidney 

images are collected and labeled into two categories: “YES” for the presence of stones and “NO” for their absence. These images 

are then preprocessed using contrast enhancement and denoising techniques like CLAHE and median filtering to improve visibility 

and eliminate noise. 

The dataset is divided into training, validation, and testing subsets using a stratified random sampling strategy to maintain class 

balance. The next stage involves segmentation, where adaptive thresholding and connected component analysis isolate potential 

stone regions from the rest of the image. These segmented regions are critical for accurate analysis and are passed on for feature 

extraction. 

In the feature extraction phase, two techniques are employed: Gray-Level Co-occurrence Matrix (GLCM) to capture spatial texture 

patterns and Local Binary Patterns (LBP) to extract local intensity variations. These features form a composite descriptor that is used 

for classification. 

To ensure data quality, outlier filtering is performed using a Z-score method to eliminate statistically inconsistent samples that may 

introduce noise into the training process. Following this, the data is fed into three classification models: Convolutional Neural 

Networks (CNN), Support Vector Machines (SVM), and Random Forests. Each model is trained to recognize features that 

distinguish kidney stone cases from normal ones. 

Once individual models are trained, an ensemble strategy is employed. This method averages the probabilistic outputs of CNN, 

SVM, and Random Forest classifiers to generate a final prediction, improving overall robustness and accuracy. The ensemble model 

outputs a binary classification—presence or absence of kidney stones—based on the highest averaged probability. 

 

 
 

Fig.1 Proposed Workflow 

 

A. The Dataset Images 

The kidney stone dataset comprises a total of 2000 grayscale images, which have been carefully collected from a variety of clinical 

sources. These sources are representative of different medical environments, ensuring the diversity and generalizability of the 

dataset. The images included in this collection have been annotated by a team of medical experts who have provided detailed labels 

for each image, ensuring high-quality and reliable data. The dataset is divided into two primary categories: YES and NO. These 
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labels correspond to whether the image indicates the presence of kidney stones (YES) or not (NO) 

 

 
 

Fig.2 Expressive of Kidney CT scan in Patients with and without pneumonia 

      

 

This binary classification is essential for the development of machine learning models that are designed to effectively detect and 

diagnose kidney stones from medical images. The presence or absence of kidney stones in a given image must be identified with a 

high degree of accuracy, as this directly impacts patient diagnosis and treatment. To ensure the images are properly prepared for use 

in the training and evaluation processes, each image undergoes a series of preprocessing steps, starting with resizing. Every image 

is resized to a standard dimension, which ensures uniformity across the entire dataset. This resizing step is crucial because models 

tend to perform better when trained on images of the same size, as it minimizes inconsistencies that could arise from differing image 

dimensions. Additionally, resizing helps to reduce computational complexity by standardizing the input. Along with resizing, the 

images also undergo normalization, a critical process that adjusts the pixel values of each image to a consistent scale. Normalization 

is vital for eliminating any unwanted variation that may exist between images, such as discrepancies in brightness, contrast, or 

exposure. These variations can often confuse machine learning models and hinder their ability to effectively identify key features. 

In addition to resizing and normalization, a comprehensive set of preprocessing techniques is employed to enhance the overall quality 

of the data. These techniques aim to reduce any noise present in the images, which could obscure critical features necessary for 

accurate classification. They also serve to highlight the relevant features, such as kidney stones, improving their visibility within the 

images. The result of these efforts is a dataset of the highest possible quality, which provides the foundation for training machine 

learning models that are capable of reliably detecting and classifying kidney stones. These well-prepared images allow the models 

to generalize effectively, improving diagnostic accuracy in real-world clinical settings.  

 

1. p.random.uniform(0.8, 1.2)) 

 This line modifies the image's contrast using the ImageEnhance class and the enhance method, similar to the previous line. Once 

again, the contrast adjustment factor is randomly selected from a range between 0.8 and 1.2. This variation helps emphasize key 

features within the image. The result is that the contrast of the image is altered at random, which can assist the model in learning to 

detect patterns under different contrast conditions.  

2. image = np.array(image)/255.0 

This step normalizes the pixel values to a range between 0 and 1 and converts the enhanced Pillow image object into a NumPy 

array. Since the input must be in this format, this step is essential for training the machine learning model. It is necessary for the 

model training process because the input data must adhere to this specific format. 

3. return image: 

The function provides a NumPy array containing the enhanced image. 
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IV. CONVOLUTIONAL NEURAL NETWOKS  

A Deep learning models known as Convolutional Neural Networks (CNNs) are used to analyze visual data, such as pictures 

and videos and for analyzing visual data. Fig 3 shows the layer of proposed CNN. 

 

 
 

Fig.3 Layers of Proposed CNN 

 

The layers in a CNN include convolutional layers, pooling layers, and fully connected layers. In a typical CNN architecture, 

the input layer gets raw picture data, which is then sent through a sequence of convolutional and pooling layers to obtain final 
classification of connected layers after these layers have been fully traversed. The first layer in a CNN operation is typically a 

convolutional layer that performs a convolution operation on the input image.  

 

    A pooling layer is typically added to the CNN architecture after the convolutional layer.  By choosing a representative value 

from a nearby area of the map, pooling layers down sample the feature maps created by the convolutional layer. The most 

common pooling process, known as max pooling, selects the highest possible value from each local region. The convolutional 

and pooling layers in a CNN are typically repeated numerous times to extract progressively more complicated characteristics 

from the input image.  Fully connected layers then do the final classification on the output of these layers. By connecting every 

neuron in one layer to every neuron in the next layer, fully linked layers use weights to comprehend the relationships between 

characteristics and target classes. The CNN model must be assembled before training after the layers are defined. In this stage, 

we define the evaluation metrics, optimizer, and loss function. One popular option for the loss function is binary cross-entropy, 

which is useful for binary classification tasks like differentiating between pneumonia patients and normal cases. Based on the 

gradients obtained during training, the optimizer chooses how the model updates its parameters. The model can be trained using 

the training data after it has been created. The model's parameters are iteratively changed during training in order to reduce the 

loss function. The training images are fed into the model in advance, the loss is calculated, and the gradients are back propagated 

to update the weights. The model continuously improves over the training phase, which lasts for several epochs. 

The loading and preprocessing of the chest X-ray images is the first step in training a CNN model to detect pneumonia. 

Techniques for data augmentation can be used during preprocessing to enlarge and diversify the dataset.  Techniques for 

enhancing data may involve flipping, rotating, or altering the images' brightness and contrast. The preprocessed images are fed 

into the CNN model for training after they have been processed.  The CNN model's parameters are optimized for precise 

classification using backpropagation and gradient descent algorithms during training. 

Once trained, a chest X-ray image can be used to determine whether or not pneumonia-related symptoms are present. 

Performance metrics like accuracy, precision, recall, and F1 score can be used to assess the model's predictions.  The model's 

performance can be further enhanced by adjusting its hyperparameters, raising the performance of different deep learning 

models for pneumonia detection. 

V  RESULTS AND DISCUSSION 

 

In this paper, a CNN based deep learning model is proposed for pneumonia detection from the images of patients chest X-rays. 

In this work, 5863 chest x-ray images are used as input. These images are trained and tested for various metrics using multiple 

classification algorithms in detecting pneumonia. There are 13 layers of convolution and pooling layer. To increase the 

accuracy, hidden layers have been used in this proposed model. The convolutional layer and pooling layer act as feature 

extractor. The classifier type used here is fully connected layer, where the 5863 input images are classified and identified to 

give the abnormal case resulting with pneumonia which is divided into two categories: normal and pneumonia. Table I shows 

the AUC value we observe from multiple classification algorithm (ResNet-50, CNN, VGG-16), where proposed CNN 

outperforms ResNet-50 and VGG16.  
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TABLE I.  OBSERVED AUC FOR DIFFERENT CLASSIFIERS 

S.No. 
Observed AUC  

Algorithm/ Techniques ResNet-50 CNN VGG-16 

1. 
SVM 0.76 0.97 0.79 

2. Naive Bayes 0.66 0.96 0.82 

3. K-Nearest Neighbors 0.44 0.85 0.91 

4. Random Forest 0.35 0.95 0.81 

 

 
Fig. 4 Bar graph representation of AUC scores obtained using proposed CNN model for different classifiers 
 

Table II shows the observed metrics for the proposed CNN model. It is observed from the experimental results the proposed 

CNN model shows high performance in terms of all metrics like precision, recall, F1-score for Pneumonia case with 98%, 97% 

and 98% respectively.  

TABLE II.  DIFFERENT OBSERVED METRICES  

S.No. 
Observed metrics for the proposed CNN Model  

Type Identified/ Metrics Precision Recall F1-score 

1. 
Kidney Stone (YES) 94% 95% 94% 

2. Normal 92% 91% 91% 

2. Macro Avg 93% 93% 93% 

3. Weighted Avg 93% 93% 93% 

 

 
Fig. 5 Bar graph representation of  Observed Metrics for Chest X-ray inputs  
 

VI CONCLUSION   

 

This paper used CNN and deep learning technique to detect pneumonia from chest x-rays. The proposed work ensure successful 

classification of abnormal pneumonia comparing with regular pneumonia and normal pneumonia conditions. Multiple 

classification algorithm like ResNet-50, CNN, VGG-16 were used to transfer learning, where CNN outperforms ResNet-50 

and VGG16. The experimental results shows promising output in terms of precision, recall, F1score metrics in detecting 

pneumonia. The detection accuracy is observed as 96.38% for 5863 input chest x-ray images. The proposed model can be 

effectively implemented in diagnosing pneumonia. 
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