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Abstract - To enable better sharing and preservation of 

immersive experiences , a graphics system reconstructs a 

three dimensional scene from a set of images of the scene 

taken from different vantage points . The system 

processes each image to extract depth information 

therefrom and then stitches the images (both color and 

depth information ) into a multi layered panorama that 

includes at least front and back surface layers . The front 

and back surface layers are then merged to remove 

redundancies and create connections between 

neighboring pixels that are likely to represent the same 

object, while removing connections between neigh 

boring pixels that are not .The resulting layered panorama 

with depth information can be rendered using a virtual 

reality ( VR ) system , a mobile device , or other 

computing and display platforms using standard 

rendering techniques , to enable three - dimensional 

viewing of the scene. 
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1. INTRODUCTION  

 
Virtual reality (VR) technology has revolutionized the 

way we experience digital environments, offering 
immersive, interactive experiences that simulate real-
world or fantastical settings. A critical component of 
creating these virtual environments is the ability to 
generate three-dimensional (3D) scenes. Traditionally, 
building 3D models requires extensive manual work, 
specialized tools, and technical expertise. However, with 
advancements in computer vision and image processing, 
it is now possible to reconstruct 3D scenes from a set of 
two-dimensional (2D) images, offering a more efficient 
and accessible approach. 

Virtual Reality 3D Scene Generation from 2D Images 
is a cutting-edge process that involves transforming 
multiple 2D photographs or images into fully realized 3D 
spaces, ready to be consumed in VR. This process 

leverages techniques such as photogrammetry, structure-
from-motion (SfM), and neural network-based 
reconstructions to extract depth information, textures, and 
spatial relationships from flat images. The result is a 
highly detailed, immersive environment that allows users 
to navigate and interact with virtual scenes as though they 
were physically present. 

This approach holds enormous potential for a wide 
range of applications, including gaming, architectural 
visualization, virtual tourism, and training simulations. 
By automating and streamlining the conversion from 2D 
images to 3D spaces, the technology lowers the barrier 
for VR content creation, making it accessible to a broader 
range of users and industries. As VR continues to evolve, 
the integration of 2D-to-3D scene reconstruction will 
play a pivotal role in shaping the next generation of 
immersive experiences. 

2. LITERATURE SURVEY  

1. 2D to 3D Image Conversion Algorithms 

With the emergence of Artificial Intelligence (AI), there 

are many applications for 3D computer vision, and 

different problems in diversified domains are being 

solved. Particularly deep learning and image processing 

techniques are widely used in computer vision 

applications, for example, medical imaging which 

commonly uses 2D images to see human organs can 

benefit tremendously from 3D reconstruction of a human 

organ or cancer lesions for diagnosis purposes. 

 

2. 2D to 3D Image Conversion Using Machine 

Learning Approach 

There is a lot of advancement in the virtual reality (VR) 

market, due to this there is interest in creating 3D content. 

Current techniques which are used for creating 3D 

content is very tedious and costly. For shooting 3D 

movies whole different set is required also the stereo 

cameras are required which are very costly. Generally, 

these cameras are not affordable by everyone. In this 

paper, our aim is to convert the 2D image/movie to 3D 

image/movie using deep learning techniques. Our 

approach is to train the Deep Convolutional Network 

(CNN) on stereo pairs of images which are extracted from 

3D movies. The Deep CNN outputs the depth map using 

a single image as input. This depth map can be combined 
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with the input image to produce the corresponding stereo 

image of the input image. 

 

3. Automated 2D Image to 3D Model Construction: A 

Survey. 

Rapid growth in computer graphics to enhance user 

experience in almost every sector like e-commerce, 

education, healthcare, gaming; calls for 3D representation 

unlike 2D representations a few years back. Applications 

like e-commerce need 3D models of real objects rather 

than a generalized object. This brings a massive demand 

for 3D model reconstruction from a 2D image. Till now, 

the 3D models are developed by graphics designers using 

various graphics software like Blender, MAYA and 

Unity3D, etc. 

 

4. Deep3D: Fully Automatic 2D-to-3D Video 

Conversion with Deep Convolutional Neural 

Networks 

As 3D movie viewing becomes mainstream and Virtual 

Reality 

(VR) market emerges, the demand for 3D contents is 

growing rapidly. Producing 3D videos, however, remains 

challenging. In this paper we propose to use deep neural 

networks for automatically converting 2D videos and 

images to stereoscopic 3D format. In contrast to previous 

automatic 2D-to-3D conversion algorithms, which have 

separate stages and need ground truth depth map as 

supervision, our approach is trained end-to end directly 

on stereo pairs extracted from 3D movies 

 

5. Three - Dimensional Scene Reconstruction From 

Set Of Two Dimensional Images For Consumption In 

Virtual Reality 

To enable better sharing and preservation of immersive 

experiences, a graphics system reconstructs a three - 

dimensional scene from a set of images of the scene taken 

from 

different vantage points . The system processes each 

image to extract depth information therefrom and then 

stitches the images ( both color and depth information ) 

into a multi layered panorama that includes at least front 

and back surface layers . The front and back surface 

layers are then merged to remove redundancies and create 

connections between neighboring pixels that are likely to 

represent the same object , while removing connections 

between neigh boring pixels that are not . 

 

 

3. Aim and Objective 

 

Aim 

The aim of "PROPSHPERE: 2D to 3D Scene 

Transformation for Virtual Reality" is to develop an 

innovative tool that seamlessly transforms 2D images 

into immersive 3D environments for virtual reality (VR) 

applications. PROPSHPERE leverages advanced image 

processing and 3D modeling techniques to analyze 2D 

scenes and convert them into dynamic, navigable VR 

spaces, allowing users to experience otherwise flat 

images with depth and interactivity. This transformation 

process not only enhances user engagement but also 

broadens the accessibility of VR experiences by 

simplifying the creation of 3D scenes from existing 2D 

content, paving the way for new applications in gaming, 

education, and digital art. 

 

Objectives 

1. To develop an efficient and automated system for 

transforming 2D scenes into 3D environments 

suitable for Virtual Reality applications. 

2.  To ensure accurate depth estimation and spatial 

reconstruction in the 2D to 3D transformation 

process, enhancing the realism of VR experiences. 

3.  To implement real-time processing capabilities to 

support dynamic and interactive 3D scene 

generation from 2D inputs. 

4.  To optimize texture mapping techniques for 

accurate rendering of surfaces and objects in the 

transformed 3D environment. 

 

 

4. MODULE DESCRIPTION 

 

 

 
 

Fig 3.1 System Architecture 
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This diagram outlines a process flow for transforming 2D 

map data into a 3D virtual reality scene. Here's a 

breakdown of the steps: 

1. 2D MAP I/F and Preprocessing: The starting point, 

where 2D map data is input and initially processed. 

2. From here, the process branches into two paths: a. 

Opencr Python: Likely using OpenCV and Python for 

image processing tasks. b. 2D to 3D Model conversion: 

Converting the 2D map data into a 3D model. 

3. The 3D model conversion leads to two parallel 

processes: a. Blender ARccore: Using Blender (a 3D 

modeling software) with ARCore (Google's augmented 

reality platform) for further 3D work. b. Room 

Identification and Labeling: Analyzing the 3D model to 

identify and label distinct rooms or areas. 

4. IEeactive 3Dvisualization: (Likely meant to be 

"Interactive 3D visualization") Creating an interactive 3D 

representation of the space. 

5. The process then splits again: a. unity/ unreal: Using 

game engines like Unity or Unreal for advanced 3D 

rendering and interactivity. b. Room specific Anination 

and interation: (Likely meant to be "Animation and 

interaction") Adding specific animations and interactive 

elements to each identified room. 

6. Save share and Export: Saving the project, making it 

shareable, and exporting it in appropriate formats. 

7. Fire base Android file: The final output, likely an 

Android application file stored or deployed using 

Firebase (Google's mobile and web application 

development platform). 

This workflow demonstrates the transformation 

of a 2D map into an interactive 3D virtual reality 

environment, incorporating various technologies and 

tools for processing, modeling, and creating an 

immersive experience. The process covers data input, 3D 

conversion, room analysis, interactive visualization, and 

final deployment as a mobile application. 

 

 

5. MODULES 2D TO 3D SCENE 

TRANSFORMATION 

 

The project of transforming 2D scenes into 3D 

environments for Virtual Reality (VR) involves several 

interrelated modules, each addressing specific aspects of 

the transformation process. Below are the key modules of 

the project: 

1.Input Processing Module: 

Responsible for capturing and preprocessing 2D images 

or graphics. Includes functionality for image 

enhancement, noise reduction, and edge detection to 

prepare the images for transformation. Allows users to 

upload 2D images in various formats (JPEG, PNG, etc.) 

and provides options for cropping or resizing. 

2.Depth Mapping Module: 

Generates depth maps from the 2D images, which 

represent the distance of objects from the viewer's 

perspective. Uses techniques such as stereo vision, 

machine learning, or manual input to estimate depth 

information. Provides tools for users to adjust depth 

values for better accuracy and visual appeal. 

3.3D Modeling Module: 

Converts the depth maps into 3D models by creating 

geometric representations of the objects in the scene. 

Implements algorithms for extrusion, meshing, and 

surface reconstruction to create detailed 3D objects. 

Allows users to manipulate 3D models, including scaling, 

rotation, and positioning. 

4.Scene Assembly Module: 

Integrates individual 3D models into a cohesive 3D scene, 

maintaining spatial relationships and proportions. 

Provides tools for arranging, grouping, and layering 

objects within the 3D space. Supports the addition of 

background elements, textures, and environmental effects 

to enhance realism. 

5.Rendering Module: 

Responsible for rendering the 3D scene in real time for 

VR visualization. Utilizes graphics APIs such as OpenGL 

or DirectX to create high-quality graphics and smooth 

animations. Implements lighting models, shading 

techniques, and post-processing effects to improve visual 

quality. 

6.User Interaction Module: 

Facilitates user interactions within the 3D environment, 

allowing navigation and manipulation of objects. 

Supports various input methods, including VR 

controllers, hand tracking, and gaze-based controls. 

Includes features such as teleportation, object grabbing, 

and context menus for enhanced user experience. 

 

The project for transforming 2D scenes into 3D 

environments for Virtual Reality (VR) consists of several 

interconnected modules, each focusing on a specific 

aspect of the transformation process. The Input 

Processing Module captures and preprocesses 2D images, 

enhancing quality through techniques like noise reduction 

and edge detection. Next, the Depth Mapping Module 

generates depth maps to represent object distances, 

employing methods such as stereo vision or manual input 

for accuracy. The 3D Modeling Module then converts 

these depth maps into geometric representations, 

allowing users to manipulate the models' scale and 

position. Following that, the Scene Assembly Module 

integrates individual 3D models into a cohesive scene, 

ensuring spatial relationships are maintained while 

enabling the addition of backgrounds and textures for 

realism. 

The Rendering Module plays a crucial role by 

rendering the 3D scene in real time using graphics APIs 

to achieve high-quality visuals and smooth animations. 

The User Interaction Module enhances the experience by 

enabling navigation and manipulation of objects using 

various input methods like VR controllers and hand 

tracking. Complementing this is the Audio Integration 
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Module, which adds spatial audio to create an immersive 

sound environment, ensuring that audio sources 

correspond accurately to their 3D locations. The Export 

and Sharing Module allows users to save and share their 

3D creations in common VR formats, facilitating 

community engagement. Additionally, the Performance 

Monitoring Module tracks system metrics, providing 

feedback to users about optimizing their scenes for better 

performance. Finally, the Feedback and Evaluation 

Module collects user insights on usability and 

satisfaction, allowing for continuous improvement and 

analytics for future developments. Together, these 

modules create a comprehensive system for transforming 

2D scenes into engaging 3D VR environments. 

 

 

6.  CONCLUSIONS 

In conclusion, the PROPSHPERE project addresses a 

critical need in the evolving landscape of virtual reality 

by providing an innovative solution for transforming 2D 

images into immersive 3D environments. By developing 

an efficient and user-friendly framework, the project aims 

to democratize 3D content creation, enabling creators of 

varying skill levels to easily generate high-quality virtual 

scenes. 

The integration of advanced algorithms and 

machine learning techniques will enhance the realism and 

interactivity of the generated environments, significantly 

improving user engagement. Additionally, the focus on 

performance optimization ensures that the framework can 

deliver consistent and high-quality visuals across a range 

of VR hardware, making it accessible to a broader 

audience. 

Furthermore, the ability to facilitate rapid 

prototyping allows creators to experiment and iterate on 

their designs quickly, fostering innovation and creativity 

in VR applications. With its versatility across multiple 

domains—such as education, gaming, architecture, and 

virtual tourism—PROPSHPERE has the potential to 

make a meaningful impact on how 3D content is created 

and experienced. 
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