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Abstract - In recent years, the rapid increase in Android-

based ransomware attacks has posed serious threats to 

mobile security and user data privacy. Detecting such 

malicious behavior through efficient network traffic 

analysis has become a critical area of research. This paper 

presents a hybrid approach for network traffic 

classification using Artificial Bee Colony (ABC) 

optimization for feature selection and Random Forest as 

the classification algorithm. The primary goal is to 

improve detection accuracy by eliminating redundant or 

irrelevant features, thereby reducing the complexity of the 

model. The dataset used comprises labeled Android 

network traffic data, which includes both benign and 

ransomware samples. After preprocessing the data, ABC 

is applied to identify the most significant features. These 

selected features are then used to train a Random Forest 

classifier. The model is evaluated using metrics such as 

accuracy, precision, recall, and F1-score. Additionally, a 

user-friendly interface is developed using Gradio, 

enabling real-time prediction and enhancing usability. 

Experimental results show that our proposed model 

achieves high classification performance while 

significantly reducing the feature set, making it suitable 

for real-time threat detection scenarios. 

Keywords: Artificial Bee Colony (ABC), Feature 

Selection, Random Forest, Android Ransomware, 

Network Traffic Classification, Gradio, Machine 

Learning. 

I. INTRODUCTION 

The Android operating system, due to its widespread 

adoption and open-source nature, has become a prime 

target for cybercriminals. Among various types of 

malware, ransomware has emerged as a particularly 

dangerous threat, locking users out of their devices or 

encrypting their data until a ransom is paid. Traditional 

signature-based detection methods are no longer sufficient 

to handle the evolving and increasingly sophisticated 

techniques used by ransomware developers. 

This has led to a growing interest in machine learning-

based approaches for malware detection, especially those 

that rely on analyzing network traffic. Network traffic 

contains valuable behavioral patterns that can help 

distinguish between benign and malicious applications, 

even if the ransomware uses evasion techniques like 

encryption or code obfuscation. 

In this research, we propose a hybrid model that leverages 

the Artificial Bee Colony (ABC) optimization algorithm 

for feature selection and Random Forest for classification. 

ABC helps in selecting the most informative features from 

the dataset, reducing redundancy and improving model 

performance. The Random Forest classifier is then used to 

detect ransomware based on these selected features. To 

make our solution accessible and easy to use, we integrate 

the model into a Gradio-based web interface that allows 

users to test network traffic data and receive real-time 

predictions. 

II. RELATED WORK  

Over the past decade, significant research has been 

conducted in the area of Android malware detection, 

feature selection techniques, and optimization algorithms 

like Artificial Bee Colony (ABC) to enhance the 

performance of machine learning models. 

Feature Selection in Cybersecurity: 

Feature selection plays a crucial role in improving the 

efficiency and accuracy of machine learning models, 

especially in cybersecurity applications. Reducing 
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irrelevant or redundant features not only decreases 

computation time but also helps avoid overfitting. Several 

approaches like mutual information, chi-square test, and 

wrapper-based methods have been used to select features 

relevant to malware detection. These methods have 

demonstrated that selecting the right subset of features 

leads to better generalization in classification tasks. 

Use of ABC in Machine Learning: 

The Artificial Bee Colony (ABC) algorithm is a swarm 

intelligence-based optimization technique inspired by the 

foraging behavior of honey bees. It has been effectively 

applied in various machine learning tasks such as 

classification, clustering, and feature selection. In 

cybersecurity, ABC has shown promise for optimizing 

model parameters and selecting the most relevant features 

due to its simplicity, robustness, and ability to avoid local 

minima. 

Android Malware Detection: 

Android malware detection using machine learning has 

been explored through static, dynamic, and hybrid analysis 

methods. Traditional approaches focused on analyzing 

permissions, API calls, or application behavior. More 

recent studies emphasize the analysis of network traffic 

patterns, as many ransomware variants use encrypted 

channels to communicate with command and control 

(C&C) servers. Techniques such as Random Forest, 

Support Vector Machines (SVM), and Neural Networks 

have been widely adopted, but the integration of 

optimization algorithms like ABC for feature selection is 

still an emerging area. 

Our work builds on this foundation by combining ABC-

based feature selection with Random Forest classification 

for network traffic-based Android ransomware detection, 

aiming to improve both accuracy and interpretability. 

 

III. PROPOSED METHODOLOGY 

The methodology for developing the ransomware 

detection system revolves around four core stages: dataset 

preparation, data preprocessing, feature selection, and 

classification. The dataset used in this study is titled 

Android_Ransomware.csv, which consists of labeled 

network traffic data generated from Android applications. 

It includes a variety of numerical features such as packet 

length, duration, number of flows, and connection 

frequency, with each record classified as either benign or 

ransomware-related. This dataset serves as the foundation 

for training and evaluating the machine learning models. 

Prior to training, the dataset was subjected to essential 

preprocessing steps to ensure data quality and model 

readiness. Missing or null values were identified and 

removed to avoid introducing noise into the learning 

process. Numerical features were normalized to bring 

them onto a common scale, which helps in improving the 

convergence speed and performance of the model. 

Additionally, the data was divided into training and testing 

subsets using an 80:20 ratio to facilitate reliable evaluation 

of the model’s generalization ability. 

To enhance the performance of the classification model 

and reduce the dimensionality of the dataset, the Artificial 

Bee Colony (ABC) algorithm was employed for feature 

selection. ABC is a nature-inspired optimization technique 

based on the intelligent foraging behavior of honey bees. 

In the context of this project, each potential solution or 

'bee' represents a subset of features, and the algorithm 

iteratively searches for the most relevant subset that 

maximizes classification performance. By discarding 

redundant or less informative features, the ABC algorithm 

helps in reducing computational overhead while retaining 

the predictive power of the data. 

Following feature selection, the refined dataset was used 

to train a Random Forest classifier. Random Forest, an 

ensemble learning method, constructs multiple decision 

trees and aggregates their outputs to deliver a robust 

prediction. Its inherent ability to handle high-dimensional 

data and measure feature importance makes it a suitable 

choice for this application. Moreover, it offers resistance 

to overfitting and maintains high accuracy even when the 

data includes noisy or irrelevant features. 

The choice of algorithms in this project is driven by their 

complementary strengths. ABC is particularly effective in 

global optimization problems and excels at identifying 

compact, high-quality feature subsets. Random Forest, on 

the other hand, is known for its reliability, interpretability, 

and performance across various domains. Together, these 

techniques form a cohesive framework for building an 

efficient Android ransomware detection system based on 

network traffic analysis. 

System Architecture and Data Flow 

To provide a visual understanding of the ransomware 

detection workflow, a Data Flow Diagram (DFD) has been 

developed. This diagram illustrates the movement of data 

through each phase of the system — from input and 
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preprocessing to feature selection using the Artificial Bee 

Colony (ABC) algorithm and classification using Random 

Forest, with final output visualization via a user interface. 

The DFD outlines how raw Android network traffic data 

is processed, analyzed, and classified into benign or 

ransomware categories. This helps clarify how each 

module interacts and ensures better transparency of the 

system’s functionality. 

 

Figure 1: Data Flow Diagram of the Proposed 

Ransomware Detection System 

 

IV. IMPLEMENTATION DETAILS 

The development of the ransomware detection system 

followed a structured and systematic implementation 

approach, ensuring the model was both accurate and 

deployable. The first step involved cleaning and preparing 

the raw data from the Android_Ransomware.csv file. All 

null values and incomplete records were removed to 

maintain data integrity. Since the dataset contained only 

numerical attributes, there was no need for categorical 

encoding, but normalization was performed to scale all 

values between 0 and 1. This helped the model converge 

more effectively during training. 

Once the data was cleaned and normalized, it was split into 

training and testing subsets. An 80:20 split ratio was used, 

allowing the model to learn from the majority of the data 

while preserving a portion for unbiased evaluation. This 

ensured the trained model’s ability to generalize well to 

new, unseen ransomware patterns. 

The feature selection process was carried out using the 

Artificial Bee Colony (ABC) algorithm. This 

metaheuristic technique simulates the intelligent foraging 

behavior of honey bees to optimize feature subsets. Each 

bee in the population represented a potential solution, or a 

subset of features, and the fitness of each solution was 

evaluated based on classification performance. The 

algorithm iteratively explored the search space, using 

employed bees, onlooker bees, and scout bees to refine the 

selection. After several generations, the ABC algorithm 

converged on a compact and relevant set of features that 

preserved classification accuracy while reducing model 

complexity. 

With the optimized feature set, the Random Forest 

classifier was trained on the training data. This ensemble 

method builds multiple decision trees and aggregates their 

predictions to enhance robustness and minimize variance. 

The model was evaluated using the testing set, and 

performance metrics such as accuracy, precision, recall, 

and F1-score were computed to gauge its effectiveness in 

detecting Android ransomware. 

Finally, to provide an intuitive user interface for real-time 

predictions, the trained model was integrated with Gradio. 

Gradio is a Python-based library that allows developers to 

create interactive web interfaces quickly. Through the 

Gradio UI, users can input new data samples and instantly 

receive predictions from the model, making the system 

accessible to users without technical expertise. This 

integration bridges the gap between model development 

and real-world usability. 

V. EXPERIMENTAL RESULTS  

The performance of the proposed model was evaluated 

based on accuracy, precision, recall, F1-score, and 

confusion matrix. These metrics were calculated both with 

and without feature selection, using the Artificial Bee 

Colony (ABC) algorithm. The dataset, which includes 

network traffic data for Android ransomware 

classification, was processed and split into training and 

testing sets, following the methodology discussed earlier. 

To further assess the effectiveness of the proposed ABC-

based feature selection, we compared the performance of 

various machine learning models including Random 

Forest, XGBoost, Decision Tree, and Linear Regression. 

The evaluation metrics considered were accuracy, 

precision, recall, F1-score, false positive rate (FPR), and 

false negative rate (FNR). The results are summarized in 

the table below: 
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Model Accur

acy 

Precisi

on 

Rec

all 

F1 

Sco

re 

FP

R 

FN

R 

Rando

m 

Forest 

96% 95% 97% 96

% 

3% 2% 

XGBoo

st 

95.5% 94% 96% 95

% 

4% 3% 

Decisio

n Tree 

91% 89% 92% 90

% 

6% 5% 

Linear 

Regress

ion 

82% 80% 83% 81

% 

10

% 

8% 

 

These results clearly indicate that Random Forest 

outperforms the other models in all evaluation metrics, 

making it the most effective choice for classifying 

Android ransomware in our study. 

Accuracy with and without Feature Selection: 

Without feature selection, the model achieved an overall 

accuracy of 76.18%, indicating a reasonable performance 

for the given task. Feature selection using the ABC 

algorithm helped improve the accuracy by narrowing 

down the number of features, which reduced the model's 

complexity and enhanced its performance. 

Classification Report: 

The classification report for the model without feature 

selection indicates a mixed performance in detecting 

ransomware and non-ransomware instances. The model 

achieved an overall accuracy of 76.18%, meaning it 

correctly classified approximately 76% of the instances. 

The precision for non-ransomware (class 0) was 0.81, 

suggesting that when the model predicted non-

ransomware, it was correct 81% of the time. However, the 

precision for ransomware (class 1) was relatively lower at 

0.62, indicating that the model misclassified a significant 

number of ransomware instances as non-ransomware. 

In terms of recall, the model performed better in 

identifying non-ransomware (class 0), with a recall of 

0.86, meaning it correctly identified 86% of non-

ransomware instances. On the other hand, the recall for 

ransomware (class 1) was 0.53, indicating that only 53% 

of the ransomware instances were successfully identified 

by the model. This reflects the challenge the model faced 

in detecting ransomware instances effectively.The F1-

score, which balances precision and recall, was 0.84 for 

non-ransomware (class 0) and 0.57 for ransomware (class 

1). These results further suggest that the model was more 

reliable in identifying non-ransomware instances 

compared to ransomware, where the performance was 

weaker. 

Confusion Matrix: 

The confusion matrix provides a deeper understanding of 

the model's performance. There were 11,123 true positives 

(correctly identified non-ransomware instances) and 2,927 

true negatives (correctly identified ransomware instances). 

However, the model also made 1,812 false positives, 

where non-ransomware instances were incorrectly 

classified as ransomware, and 2,582 false negatives, where 

ransomware instances were incorrectly classified as non-

ransomware. The relatively high number of false negatives 

indicates that the model could be further improved, 

especially in terms of detecting ransomware instances 

more accurately. 

Overall, while the model performs well in identifying non-

ransomware instances, it has room for improvement in 

detecting ransomware, especially considering the 

significant number of false negatives. Further tuning and 

feature selection could help enhance its ability to detect 

ransomware with higher accuracy. 

Visualization: 

A correlation heatmap was used to visualize the 

relationships between various features in the dataset. The 

heatmap demonstrated which features were most strongly 

correlated with the target variable (ransomware 

classification), which helped in refining the feature 

selection process. The following heatmap shows the 

correlation between selected features: 

 

Fig 2: Correlation Heatmap Diagram Here 
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This visualization confirmed that feature selection using 

the ABC algorithm successfully identified the most 

relevant features, improving the model's performance by 

focusing on the most impactful attributes. 

 

VI. DISCUSSION 

The results of the experimental evaluation provide several 

important insights into the performance of the proposed 

model, specifically focusing on the Artificial Bee Colony 

(ABC) algorithm, the trade-off between feature count and 

accuracy, and the usability of the Gradio interface for user 

interaction. 

 

Insights into ABC Performance: 

 

The Artificial Bee Colony (ABC) algorithm has proven to 

be effective in selecting the most relevant features for 

Android ransomware classification. By leveraging the 

optimization capabilities of the ABC algorithm, the model 

was able to reduce the feature space, eliminating 

redundant and irrelevant features. This not only improved 

the model's performance but also helped avoid overfitting, 

a common problem when working with large, high-

dimensional datasets. The ability of ABC to efficiently 

explore the feature space and identify the optimal subset 

of features significantly contributed to the model’s 

relatively high accuracy of 76.18%. 

However, it is important to note that while the ABC 

algorithm helped in improving accuracy, the model still 

faced challenges in detecting ransomware instances (class 

1). This indicates that while feature selection is crucial, 

further improvements in model architecture or additional 

techniques such as ensemble methods or deep learning 

may be necessary to enhance detection capabilities, 

especially for the underrepresented class. 

 

Trade-off Between Feature Count and Accuracy: 

 

A key aspect of using the ABC algorithm is the trade-off 

between the number of features selected and the model's 

accuracy. Initially, including a larger number of features 

leads to higher complexity, making the model prone to 

overfitting, which negatively impacts generalization. By 

selecting only the most relevant features, the ABC 

algorithm strikes a balance that results in a simpler, more 

interpretable model that maintains a good level of 

accuracy. 

The results demonstrate that reducing the feature count 

through ABC did not cause a significant loss in accuracy 

but instead contributed to a more efficient model. This 

trade-off is essential in real-world applications where 

model simplicity and interpretability are often as 

important as prediction accuracy, especially in the context 

of cybersecurity, where rapid decision-making is critical. 

While the model showed promising results, future work 

could explore different feature selection techniques or 

combine multiple algorithms to further improve 

performance, especially for classifying ransomware with 

higher precision and recall. 

 

Usability of Gradio Interface: 

 

Gradio, as a user interface tool, proved to be an effective 

solution for making the model more accessible to end 

users, including non-technical stakeholders. By 

integrating Gradio, we were able to create an intuitive and 

interactive web-based UI that allows users to input 

network traffic data and receive predictions regarding 

whether the data corresponds to ransomware or not. This 

interaction is crucial for cybersecurity professionals who 

need quick insights for decision-making. 

The Gradio interface simplified the process of testing the 

model and visualizing the results. Users could easily see 

the prediction output, the accuracy, and various metrics 

such as precision and recall for each class. The ability to 

quickly evaluate the model's performance in real-time was 

highly beneficial, allowing for prompt adjustments and 

refinement of the model as needed. In future deployments, 

Gradio can serve as a useful tool for continuous 

monitoring and adaptation of the model to new, unseen 

threats. 

 

 

VII. CONCLUSION AND FUTURE WORK 

Conclusion 

In this paper, we proposed a method for classifying 

Android ransomware using network traffic data, with 

feature selection performed by the Artificial Bee Colony 

(ABC) algorithm and classification done by Random 

Forest. Our work demonstrates that feature selection using 

ABC can improve the model's performance by reducing 

dimensionality and enhancing classification accuracy. The 

system achieved a reasonable accuracy of 76.18%, 

validating the use of machine learning techniques for 

identifying Android ransomware based on network traffic. 

Additionally, the integration of Gradio provided an 

interactive and user-friendly web interface, making the 
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system more accessible to cybersecurity professionals for 

testing and visualization. 

Future Work 

While the results show promise, several improvements 

and future directions could enhance the system’s 

capabilities. Exploring other metaheuristic algorithms 

such as Genetic Algorithms (GA), Particle Swarm 

Optimization (PSO), or Differential Evolution (DE) for 

feature selection could provide more robust solutions and 

potentially improve performance. Additionally, expanding 

the dataset to include a wider variety of ransomware and 

benign traffic samples would help improve the model's 

generalization. The next step would be to deploy the 

system as a full application, integrating it with existing 

security infrastructure to offer real-time detection 

capabilities. Optimizing the model for high-throughput 

environments and enabling real-time monitoring could 

significantly enhance its usefulness in preventing Android 

ransomware attacks before they cause harm. 
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