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ABSTRACT 

Age and gender classification has become 

applicable to an extending measure of applications, 

particularly resulting in the ascent of social 

platforms and social media. Regardless, execution 

of existing strategies on real-world images is still 

fundamentally missing, especially when 

considering the immense bounce in execution 

starting late reported for the related task of face 

acknowledgment. In this paper we exhibit that by 

learning representations through the use of 

significant Convolutional Neural Network (CNN) 

and Extreme Learning Machine (ELM). CNN is 

used to extract the features from the input images 

while ELM defines the intermediate results. We 

experiment our architecture on the recent Audience 

benchmark for age and gender estimation and 

demonstrate it to radically outflank current state-of-

the-art methods. Experimental results show that our 

architecture outperforms other studies by 

exhibiting significant performance improvement in 

terms of accuracy and efficiency. 

  FACE DETECTION  

Haar cascade XML file which is a classifier used to 

identify a specific object from the webcam. The 

haarcascasde_frontalface_default.xml provided by 

OpenCV used to recognize frontal face. OpenCV 

connects to the webcam which user can use to scan 

their faces for classification of age, gender and 

emotion 

Face detection has a long research history. Yang et 

al compared some prominent face detection 

algorithms in year 2002, But they did not use any 

prominent algorithms such as Haar Classifiers in 

their studies. Haar Classifier is one of the most 

prominent and accurate object detection approach 

described by P. Viola and M. Jones. A thorough 

survey can be found in There are several natural 
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(lighting, pose angle, face marks) as well as digital 

(noise, glitches) variation imposed while detecting 

a face in a frame.DNN model was selected 

according to its superiority over other algorithms 

like (Haar Cascade, HoG, and CNN) in accuracy, 

speed, running at real-time on CPU, and detect 

faces in various scales and orientations. 

Face Detection is a technology that used in 

different applications that detect human faces in 

digital images. Face detection also used for the 

psychological process by which humans locate and 

attend to faces in a visual scene We used OpenCV 

to catch the live image. Here, for detection the 

human faces, we used the HaarCascade image 

processing method. We saw that there was a 

situation where it didn't detect the human faces in 

the live images for the lack of contrast. So, we used 

histogram equalization to improve detection by 

increasing contrast. Haar-cascade: Face detection 

using Haar-cascade is based upon the training of a 

Binary classifier system using the number of 

positive images that represent the object to be 

recognized (such as faces of different peoples at the 

different scene) and even large number of negative 

images that indicate objects or feature not to be 

detected (images that are not human faces but can 

be anything else like a table, chair, wall, etc.) 

Actual Image Extracted human face. 

 

       Fig (1).Face detection using cnn  

 

2.Gender prediction 

Images may not be perfect. There are many 

noises which are redundant. This can decrease 

system performance. To increase accuracy rate 

we have to make proper and effective feature 

extraction. This can be global or local which 

depends on shape, color, orientation. 

 1) Edge detection:Edge feature is mostly used 

for detecting the object. It finds the 

discontinuities in gray level. We can say that 

edge is the boundary between the regions. 

2) Haar– like features: Viola and Jones 

proposed an algorithm which is called Haar-

Classifiers for rapid object detection and 

pedestrian detection is applied. it is done with 

the haar like features which can be calculated 

efficiently by using Adaboost classifier and 

integral images in cascade classifier. Haar-like 

features can have high accuracy and in low 
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cost. Haar cascade is mostly used for face 

detection because of its easy calculation. 

 3) Detector using haar -Like features: In face 

detection, the image is first scanned, looking 

for patterns with indicate the presence of a face 

in the image. This is done by using haarlike 

features. The haar like features are created by 

two or three adjacent rectangles with different 

contrast values 

A detailed survey of gender classification 

methods can be found in and more recently in. 

The gender prediction is assumed as a 

classification problem and the output layer of 

this network is a SoftMax with 2 nodes, which 

represents Male and Female classes.this model 

into memory and passing the output of the face 

detection process (detected face) through the 

gender prediction network, then we will have 

the predicted values for both classes as an 

output from the network. now we can take the 

maximum value of the output and use it as a 

predicted gender. 

 

 Fig (2).Gender detection flowchart 

3.Age prediction 

  

The ages grouped as a following (0–2), (4–6), 

(8–12), (15–20), (25–32), (38–43), (48–53). 

Like gender prediction Using the model in as a 

network that uses 9 layers, eight of them are 

fully connected layers and the last one is an 

output layer. By loading this model into 

memory and passing the output of the face 

detection process (detected face) through the 

age prediction network, then we will have the 

predicted values for all classes as an output 

from the network. now we can take the 

maximum value of the output and use it as a 

predicted age group. 

This is practically like the sexual orientation 

identification part aside from that the relating 
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prototxt record and the caffe model document 

are "deploy_agenet.prototxt" and 

"age_net.caffemodel". Moreover, the CNN's 

yield layer (likelihood layer) in this CNN 

comprises of 8 qualities for 8 age classes ("0–

2", "4–6", "8–13", "15–20", "25–32", "38– 43", 

"48–53" and "60-") Preferably, Age Prediction 

ought to be drawn closer as a Regression issue 

since we are anticipating a genuine number as 

the yield. Notwithstanding, assessing age 

precisely utilizing relapse is testing. Indeed, 

even people can't precisely foresee the age 

dependent on taking a gander at an individual. 

Be that as it may, we have a thought of whether 

they are in their 20s or in their 30s. In view of 

this explanation, it is savvy to outline this issue 

as an order issue where we attempt to gauge the 

age bunch the individual is in. For instance, age 

in the scope of 0-2 is a solitary class, 4-6 is 

another class, etc. The Adience dataset has 8 

classes separated into the accompanying age 

bunches '(0-2)', '(4-6)', '(8-12)', '(15-20)', '(25-

32)', '(38-43)', '(48-53)', '(60-100)'. In this way, 

the age expectation network has 8 hubs in the 

last softmax layer demonstrating the referenced 

age ranges.It ought to be remembered that Age 

forecast from a solitary picture is definitely not 

an exceptionally simple issue to explain as the 

apparent age relies upon a ton of elements and 

individuals of a similar age may appear to be 

truly unique in different pieces of the world. 

Early methods for age estimation are based on 

calculating ratios between different 

measurements of facial features. Once facial 

features (e.g. eyes, nose, mouth, chin, etc.) are 

localized and their sizes and distances 

measured, ratios between them are calculated 

and used for classifying the face into different 

age categories according to hand-crafted rules. 

More recently, [41] uses a similar approach to 

model age progression in subjects under 18 

years old. As those methods require accurate 

localization of facial features, a challenging 

problem by itself, they are unsuitable for in-the-

wild images which one may expect to find on 

social platforms. 

Caffe is a CNN framework which allows 

researchers and other practitioners to build a 

complex neural network and train it without 

need to write much code. For estimation of age 

using the convolution neural network, 

gathering a large dataset for training the 

algorithm is a tedious and time consuming job. 

The dataset needs to be well labeled and from a 

social image database which has the private 

information of the subjects i.e. age. 

http://www.ijsrem.com/
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Fig(3).Age detection flowchart  

4.EMOTION DETECTION 

  

The case of speech, facial expressions reflect 

the emotions that a person can be feeling. 

Eyebrows, lips, nose, mouth, muscles of the 

face: they all reveal the emotions we are 

feeling. Even when a person tries to fake some 

emotion, still their own face is telling the truth. 

The technologies used in this field of emotion 

detection work in an analogous way to the ones 

used with speech: detecting a face, identifying 

the crucial points in the face which reveal the 

emotion expressed and processing their 

positions to decide what emotion is being 

detected. 

FER2013 is a Kaggle dataset that contains 

labeled 3589 test images, 28709 train images. 

We don’t have to do data augmentation because 

the dataset has been built with wide range of 

images. The database holds grayscale pictures 

of human faces. We don’t use transfer learning 

because our dataset contains grayscale images 

and doesn’t fit in 3 channels pretrained Models. 

We use 3 convolutional layers. Input [48x48x1] 

carries the pixel values of given image. Hence 

images have width equal to 48, height equal to 

48, and with one color channel. 

  

· Step 1: Normalizing the data between 0 and 1. 

· Step 2: We use 3 convolutional layers. In each 

layer, we do Batch Normalization, RELU 

activation function and useMaxPooling. In a 

fully connected layer we use the RELU 

activation function and SOFTMAX function. 

· Step 3: Calculate the loss function using 

Adam optimizer ·  

Step 4: to use the trained model later, save the 

weights in fer.h5. 

http://www.ijsrem.com/
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Fig(4).Emotion detection flowchart  

 

5.MERGING OF ALL THE MODULES 

As per the above modules, age has been 

detected separately as one module, gender as 

another module and emotion has also another 

module. This project is made to merge all the 

three modules using algorithms and work as a 

one module to give (age,gender and emotion) 

as one output. It gives the transparency and is 

used to detect all the three (age,gender and 

emotion) at once. 

To work this three modules as one, Many 

algorithms with the knowledge of Artificial 

Intelligence, Machine Learning and many other 

basic technologies are used. 

 

 

 

fig(5). Final output of age,gender and emotion 

6.CONCLUSION 

The present study on facial analysis, 

particularly emotion recognition, age 

estimation and gender recognition, proposed 

developing a Multi-task learning framework 

capable of solving the three tasks 

simultaneously in a fast and efficient way. 

Various models were developed using a chosen 

CNN as the baseline architecture, derived from 

the known Exception, altering and adapting the 

network to various Multi-task structures. The 

difference between the various developed 

models relies on the number of shared residual 

modules. Having two datasets, one with 

emotion labels and one with gender and age 

labels, the networks were trained using two 

multi-task learning methods: Task-based 

Regularization and Domain-based 

http://www.ijsrem.com/
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Regularization. The Task-based Regularization 

approach uses an aggregated loss function as 

the objective function to train the CNN. This 

approach was used to train the gender and age 

tasks. The Domain-based Regularization 

approach implies that sharing the parameters 

between tasks trained with task-related datasets 

makes the shared parameters adapt to the 

complete set of tasks, instead of fitting to a task-

specific domain, inducing a better 

generalization capacity to the network. The 

method to train in such a way, batch by batch 

training, was developed specifically for this 

dissertation. The models’ results are successful, 

supporting the developed multi-task learning 

method success. Furthermore, the results state 

comparable results between the multi-task 

learning models and the single-task ones, 

providing evidence that a model with shared 

layers – more efficient, faster at inference times 

and lighter – is a better choice if one seeks 

solving different tasks simultaneously. The 

present research is nonetheless affected by 

faults and limitations. One of the limitations 

concerns the used gender and age dataset, 

which is biased towards dark-skinned 

individuals, males, and the age interval of 25 to 

55 years old, approximately. Also, the Disgust 

class of the emotion dataset has quite few 

samples. Future work would benefit from 

testing the framework with different baseline 

architectures and different datasets. 

Additionally, the development of an end-to-end 

system would be appropriate, as in this way it 

would be possible to deploy the model in a live 

(or just video footage) setting. The model is 

very capable of such, as it is small, fast and 

efficient. There are various face detection and 

alignment CNNs available, making the 

development of an end-to-end system quite 

simple: by implementing an available system, 

i.e. the MTCNN (K. Zhang et al., 2016), and 

feeding the outputted aligned face image to the 

developed model Finally, it would be 

interesting to implement this model on a live 

business service. There are various situations in 

which it could be implemented, such as crowd 

analytics, intelligent marketing, and HCI 

(human-computer interaction). This is the 

current tendency: one small step in the 

Computer Vision field, a giant leap for the 

fusion between humankind and technology. 
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