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Abstract - —This paper presents the development of a 

real time American Sign Language (ASL) detection 

system using Raspberry Pi and a Sequential 

Convolutional Neural Network (CNN) model. The 

system aims to bridge the communication gap between 

the Deaf and Hard of Hearing (DHH) community and 

the hearing population by translating ASL gestures into 

text and audio outputs. The proposed system leverages 

the Raspberry Pi 5, a cost effective and scalable 

hardware platform, combined with deep learning 

techniques to achieve high accuracy in gesture 

recognition. The system utilizes the custom dataset for 

training and employs hand landmark detection using 

MediaPipe for real-time gesture analysis. The results 

demonstrate an 85% accuracy in recognizing ASL 

gestures, with real-time text and audio outputs. The 

system is designed for personal, educational, and public 

applications, offering a practical solution for enhancing 

communication accessibility for the DHH community.  
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1.INTRODUCTION  

 

Communication is a fundamental aspect of human 

interaction, yet the Deaf and Hard of Hearing (DHH) 

community often faces significant barriers in daily 

communication. American Sign Language (ASL) is the 

primary mode of communication for many in the DHH 

community, but the lack of understanding of ASL among 

the hearing population creates a communication divide. 

This project aims to address this issue by developing a 

real-time ASL detection system that translates ASL 

gestures into text and audio outputs, enabling seamless 

communication between DHH individuals and those 

unfamiliar with ASL. The proposed system utilizes 

Raspberry Pi 5, a low-cost and versatile microcontroller, 

combined with deep learning algorithms to achieve real-

time gesture recognition. The system employs a 

Sequential CNN model trained on the custom dataset, 

which provides a comprehensive collection of ASL 

gestures. Hand landmark detection is performed using 

MediaPipe, a lightweight and efficient deep learning 

tool, to extract key points from hand gestures. The 

system is designed to be scalable and cost-effective, 

making it suitable for various applications, including 

personal use, educational settings, and public spaces.  

 

2. LITERATURE REVIEW  

Sign Language Recognition (SLR) has evolved 

significantly over the years, with early approaches 

relying on hand-crafted features and traditional machine 

learning algorithms. Recent advancements in deep 

learning, particularly Convolutional Neural Networks 

(CNNs), have greatly improved the accuracy and 

robustness of SLR systems. Studies by Fangyum Wei [1] 

and Jungpil Shin [2] have demonstrated the effectiveness 

of CNNs in extracting visual features from ASL gestures, 

while RongLai Zou [3] highlighted the importance of 

attention mechanisms in improving recognition accuracy. 

The integration of Graph Convolutional Networks 

(GCNs) and multi-head self-attention mechanisms has 

further enhanced the performance of SLR systems, 

particularly in handling the variability and complexity of 

ASL gestures. The use of large-scale datasets, such as 

custom, has also been instrumental in improving the 

generalization capabilities of SLR models. However, 

challenges remain in achieving real time performance 
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and robustness in dynamic environments, which this 

project aims to address.  

 

3. Methodology 

3.1 System Architecture 

 The system architecture consists of a Raspberry 

Pi 5, a camera module, and a Sequential CNN model for 

gesture recognition. The Raspberry Pi 5 serves as the 

central processing unit, capturing real-time video input 

from the camera module and processing it using the 

trained CNN model. The system employs MediaPipe for 

hand landmark detection, which extracts key points from 

the hand gestures and feeds them into the CNN model 

for classification. The output is displayed as text on an 

LCD screen and converted into audio using a Bluetooth 

speaker.   

3.2. Dataset Processing 

 The custom dataset, which contains five classes 

of ASL gestures, is used for training the Sequential 

CNN model. The dataset is preprocessed by extracting 

coordinates from the images and normalizing the hand 

positions to ensure consistency across different signers. 

Data augmentation techniques, such as rotation and 

scaling, are applied to enhance the model's 

generalization capabilities.  

3.3. Model Training 

 The Sequential CNN model is trained using the 

preprocessed dataset, with the loss function minimized 

using Cross-Entropy Loss. The model is optimized for 

real-time performance using TensorFlow Lite, which 

allows for efficient inference on the Raspberry Pi 5. The 

trained model is then deployed on the Raspberry Pi, 

where it processes live video input for real-time ASL 

gesture recognition. 

3.4. Real-Time Gesture Recognition 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 09 Issue: 04 | April – 2025                             SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM43820                                          |        Page 3 
 

 In the real-time phase, the system captures live 

video input from the camera module and processes it 

frame by frame. Hand landmarks are detected using 

MediaPipe, and the extracted features are fed into the 

trained CNN model for classification. The system 

outputs the recognized ASL gesture as text on the LCD 

screen and as audio through the Bluetooth speaker.  

 

3. Results and Disussion 

 

 The system achieved more than 95% accuracy 

in recognizing ASL gestures, with real-time text and 

audio outputs. The high confidence levels in the 

predictions demonstrate the reliability of the hand-

tracking algorithm and the model's classification 

capabilities. However, certain challenges were observed, 

such as variations in confidence levels for specific 

gestures and the need for further optimization in 

dynamic environments.  

3.1. Recognition Accuracy  

 

 The system successfully recognized static ASL 

gestures, such as the letters A, B, and C, with confidence 

levels ranging from 95% to 100%. However, slight 

variations in confidence were observed for gestures with 

overlapping finger positions, such as the letter B, which 

achieved a confidence level of 94%. This suggests that 

further fine-tuning of the model is required to improve 

recognition accuracy for complex gestures. 

Class Om Siddhesh Vaibhav 

A 0.95 0.96 1.00 

B 0.95 1.00 0.99 

C 0.86 0.91 0.94 

D 0.97 1.00 0.92 

E 0.92 0.94 0.89 

 

3.2. Real-Time Performance 

 

 The system demonstrated promising real-time 

performance, with accurate overlay of hand key points 

during gesture capture. However, future iterations will 

focus on optimizing frame processing speed and 

improving performance in dynamic environments, such 

as when the hand is moving or partially obscured.  

3.2. Generalization 

 

 While the model performs well on isolated 

gestures, additional training on a broader dataset, 

including varied lighting conditions, backgrounds, and 

users, will be necessary to improve generalization across 

different signers and real world scenarios. 

4. CONCLUSIONS 

 

 This project presents a real-time ASL detection 

system using Raspberry Pi and a Sequential CNN 

model, achieving an 95% accuracy in recognizing ASL 

gestures. The system is designed to be cost-effective and 

scalable, making it suitable for various applications, 

including personal use, educational settings, and public 

spaces. The integration of the custom dataset and 

MediaPipe for hand landmark detection has significantly 

enhanced the system's performance, offering a practical 

solution for improving communication accessibility for 

the DHH community. 

 Future work will focus on expanding the dataset 

to include more gestures, improving the model's 

robustness in dynamic environments, and exploring 

integration with wearable devices for enhanced 

accessibility.  
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