j.-t' “ARe
@REME‘%
3 ©-Jeurnal

Volume: 09 Issue: 10 | Oct - 2025

International Journal of Scientific Research in Engineering and Management (IJSREM)

SJIF Rating: 8.586 ISSN: 2582-3930

R

Real Time Exhaustion Sensing for Motor Vehicle Operators

MR .J. Noor Ahamed!, Safna M?

! Associative professor, Department of Computer Applications, Nehru College of Management, Coimbatore,
Tamil Nadu, India.
ncmnoorahamed@nehrucolleges.com
2Student of Il MCA, Department of Computer Applications, Nehru College of Management, Coimbatore,
Tamil Nadu, India.
Safham702@gmail.com

Abstract

Drowsy driving remains a major global safety concern,
contributing to a substantial number of road accidents.
To address this critical issue, this paper proposes an
innovative Image Recognition-Based Drowsiness
Detection System leveraging advanced computer vision
and machine learning techniques. The system operates
in real-time, continuously monitoring the driver's facial
expressions and, most critically, their eye movements
within the vehicle cabin. It employs sophisticated Eye
Aspect Ratio (EAR) tracking algorithms based on Dlib
facial landmarks to extract crucial features, including
the eye closure duration. These cues are processed by a
robust rule-based classification model that identifies
sustained eye closure indicative of fatigue. Upon
detecting signs of drowsiness, the system issues a timely,
non- intrusive audible alert, prompting the driver to take
corrective action. By providing a reliable and cost-
effective driver alert mechanism with a demonstrated
95.2% detection accuracy, this research contributes
significantly to mitigating drowsy-driving related
accidents and promoting safer roads for all.
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INTRODUCTION

Drowsy driving poses a significant and perennial threat
to global road safety, resulting in severe injuries,
fatalities, and considerable financial loss. Fatigue
severely compromises a driver's cognitive and
psychomotor functions, manifesting as reduced reaction
times, impaired judgment, and an increased risk of loss
of vehicle control. Traditional counter-measures, which
often rely on subjective self- assessment or simple,
unreliable human awareness, have proven ineffective in
preventing accidents.

Existing technical solutions face substantial challenges.
Early detection methods relied on intrusive
physiological signals (e.g., EEG, EMG) that are
impractical for wide- scale consumer implementation.
Steering- wheel based sensor systems, while non-
intrusive, suffer from limited indicators and a high
propensity for false alarms, reducing driver trust.
Furthermore, basic vision- based systems struggle with
generalization, failing to maintain accuracy under
varying lighting, driver appearances, or occlusions.

This paper presents the design and implementation of
an Image Recognition- Based Drowsiness Detection
System to overcome these limitations. The primary
contributions of this work are:

1. A non-intrusive, real-time vision system
focused on continuous monitoring of the driver's face,
specifically utilizing the geometrically robust Eye
Aspect Ratio (EAR) as the primary indicator of fatigue.
2. A
classification model that processes

computationally light rule-based
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EAR data over consecutive video frames, providing
high detection accuracy suitable for embedded systems
while minimizing false alarms.

3. An attention-grabbing audible alert mechanism
designed to prompt immediate intervention without
causing unnecessary visual distraction during critical
driving situations.

The remainder of this paper is structured as follows:
Section II reviews related work. Section III details the
methodology and proposed system architecture. Section
IV discusses implementation, performance testing, and
results. Finally, Section V concludes the paper and
outlines future enhancements.

I. Related Work

Research in driver fatigue detection has evolved
through several technological paradigms.

Physiological Monitoring. Initial studies explored using
physiological data, such as Electroencephalogram
(EEG) and Electrocardiogram (ECG) signals, to assess
driver state. For instance, Lal and Craig (2001)
demonstrated high accuracy with EEG. However, the
requirement for wearable sensors makes these
approaches intrusive and impractical for commercial
vehicle deployment.

Traditional Vision-Based Systems. The shift to non-
intrusive, vision-based methods allowed researchers to
analyze overt behavioral cues. Ji et al. (2004)
developed a system analyzing eye closure and head
movements, and Bergasa et al. (2006) introduced a real-
time system using infrared cameras for nighttime
operation. Despite their advantages, these early

systems lacked robustness, struggling with inconsistent
environmental factors and driver occlusions.

Deep Learning Approaches. Recent advancements in
deep learning, particularly Convolutional Neural
Networks (CNNs), have significantly enhanced the
robustness and accuracy of vision-based systems by
learning complex features directly from pixel data. Park
et al. (2019) demonstrated how CNNs could analyze
facial features for better performance in real-world
conditions. While powerful, CNNs often demand high
computational resources. This work builds upon the
foundation of geometrical feature extraction,
prioritizing the computational efficiency required for
cost-effective, real-time edge computing.

II. Proposed System Methodology

The system's development follows a structured
approach integrating computer vision, geometrical
feature extraction, and a robust real-time alert system.
A. System  Architecture and  Data
Acquisition

The system utilizes a live video feed captured by a
standard RGB or near- infrared (NIR) camera mounted
within the vehicle's cabin, focused on the driver's face.
The processing pipeline is composed of three sequential
and asynchronous stages: Feature Extraction,
Drowsiness Classification, and Alert Activation.
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Proposed System Methoology

System Architecture and Data Acgquisition

B. Feature Extraction and Preprocessing: The Eye
Aspect Ratio (EAR)

The core function of the system is the precise, real-time
calculation of the Eye Aspect Ratio (EAR), a
geometrical measure derived from the 2D coordinates of
facial landmarks.

1. Facial Landmark Detection: The system first
utilizes the Dlib library's 68-point facial landmark
detector to locate the driver's face and identify the six
key points corresponding to the left and right eyes
(landmarks 37-42 for the left eye and 43-48 for the right
eye). The face detection is performed using a Histogram
of Oriented Gradients (HOG)-based approach for
efficiency.

2. Eye Aspect Ratio (EAR) Calculation: For each
eye, the EAR is calculated using the following
Euclidean distance formula, where P1,P2,....P6
represent the six coordinates of the eye landmarks
(ordered clockwise or counter- clockwise):

EAR=2-[[P1-P4||||P2—P6I|+[IP3—P5]|

[IP2—P6]| and |IP3—P5]|
represent the vertical distances between the upper

and lower eyelid landmarks.

o The term |[|[P1-P4|] represents the

horizontal distance across the eye.

o The terms

The EAR remains relatively constant when the eye is
open but rapidly approaches zero when the eye is
closed. The final system state is determined by the
average of the left and right EARs.

C. Drowsiness Classification Model: Rule- Based
Logic

The  proposed system employs a  robust,
computationally  light Rule-Based Classification
combined with a frame- counting mechanism, which is
highly effective for real-time applications on edge
devices.

1. Drowsiness Threshold (1): A fixed threshold
(tr) for the EAR is empirically determined during
calibration. Based on validation across multiple drivers,
a value of 1=0.2 is used as the primary geometric
indicator that an eye is closed.

2. Frame-Check Count (Nc): To differentiate a
natural blink (typically 100-400ms) from a fatigue-
induced closure (often > 500ms, known as PERCLOS),
a consecutive frame counter (Nc) is employed. If the
computed EAR falls below t for a duration exceeding
Nc consecutive frames, the driver is classified as
Drowsy. For a standard video capture rate of 30 frames
per second (fps), setting Nc=15 corresponds to a
sustained eye closure of 0.5 seconds, a critically
reliable indicator for micro-sleep detection.
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3. Alert Trigger Logic:
Driver State={DrowsyAlert
if EAR<t for >Nc framesotherwise

fesoTirten Integrasen Ui

This lightweight model provides rapid classification,
crucial for mitigating accidents, while effectively — —_—
filtering out transient eye closures (normal blinks). — 1 |

Spstem Moltwars Ptton

71+

D. Real-Time Alert Mechanism (Output Design)

When the classification model detects a Drowsy state, ‘ ‘
an immediate audible alert is triggered via a system B Eo
buzzer or speaker. This auditory feedback is selected to
be attention-grabbing while minimizing visual
distraction. The system also logs the time and duration
of each drowsiness event for post-accident analysis and

=

driver safety auditing. Component |Specification
Language Python
Operati .
PN IWindows 10
III. Implementati d Validati R
- implementation —and yahcation Prima OpenCV (Image Processing),
. _ ry Dlib (Facial Landmarks), SciPy
A. System Environment and Tools Libraries . .
(Distance Calculations)
The entire system is developed in Python, leveraging its Processor Inte'l iCore 7 5th gen (or
o . . equivalent)
extensive libraries for machine learning and computer
vision. The hardware platform is a standard personal Frame Rate 30 FPS Target

computer architecture running Windows 10, though the

computational efficiency makes it ideal for deployment

on single- board computers (SBCs) like Raspberry Pi 4 B. System Testing and Validation
or NVIDIA Jetson Nano for automotive integration.

The system was subjected to comprehensive testing to
ensure reliability and functionality. This included both
Unit Testing (verifying individual components like the
EAR calculation) and Integration Testing (ensuring the
full pipeline from frame capture to alert works
seamlessly).

C. Performance Evaluation and Metrics

The system's performance was rigorously evaluated
against a ground-truth dataset of drivers performing
both alert and simulated drowsy driving states. The
primary objective was to achieve high accuracy while
maintaining minimal latency suitable for real-time
decision-making.
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1. Accuracy and Robustness: Performance was
measured using standard metrics: Accuracy, Precision,
Recall, and Fl-score. Preliminary results showed an
average Detection Accuracy of 95.2% with a low False
Alarm Rate (FAR) of less than 3% over a 30- minute
simulation period, confirming the robustness of the
EAR-based metric. The high F1- score validated the
optimal balance between minimizing false alerts
(Precision) and minimizing missed detections (Recall),
prioritizing safety.

2. Real-Time Latency: The system's latency,
measured as the time taken from frame capture to the
alert trigger, is a critical safety parameter. The
optimized Dlib and OpenCV pipeline achieved an
average processing time of approximately 30-35
milliseconds (ms) per frame on the specified hardware,
corresponding to an operational speed of over 28 frames
per second (fps). This low latency ensures that the alert
is issued within one second of the onset of critical
fatigue.

3. Threshold Determination: The optimal EAR
threshold (1=0.2) and the frame-check count (Nc=15)
were selected by conducting an exhaustive search that
maximized the F1-score while adhering to a strict FAR
constraint (FAR<5%).

IV. Conclusion and Future Enhancement

A. Conclusion

The Image Recognition-Based Drowsiness Detection
System provides a highly effective and innovative
solution to a critical road safety problem. By
employing an optimized vision system and a
lightweight, rule-based model that leverages the

geometrically stable Eye Aspect Ratio (EAR), the

system offers accurate, real-time, and non-intrusive
monitoring. The cost-effectiveness, high detection
accuracy (95.2%), and low latency achieved make this
technology a significant and practical step toward
mitigating drowsy-driving related accidents and
safeguarding lives.

B. Future Enhancement

Future work will focus on expanding the system's
capabilities for enhanced accuracy and integration:

. Multi-Modal Detection: Integrating additional
physiological and behavioral signals, such as head pose
tracking, yawning detection, and heart rate monitoring,
to further increase detection reliability and create a
more comprehensive driver-state model.

Thresholding:
Developing driver-specific profiles and adaptive alert
thresholds that adjust T and Nc¢ based on the driver's
personalized baseline EAR, leading to more timely and

. Adaptive

personalized interventions.

) Integration with  ADAS:
connectivity with Advanced
Systems (ADAS) to enable active safety measures,
such as automatically adjusting cabin temperature,

Implementing
Driver-Assistance

reducing vehicle speed, or gently nudging the steering
wheel in cases of extreme, persistent drowsiness.
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