
          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                           Volume: 09 Issue: 10 | Oct - 2025                                 SJIF Rating: 8.586                                        ISSN: 2582-3930                                                                                                                                               

    

© 2025, IJSREM      | https://ijsrem.com                                                                                                   |        Page 1 
 

Real-Time On-Chip Machine Learning Based Wearable Behind-The-Ear 

Electroencephalogram Device for Emotion Recognition 

Khongbantabam Pushpa Devi,  Dr. Ch Narasimha Chary 

PG Scholar, Department of CSE, Guru Nanak Institutions Technical Campus, Hyderabad. 

Assistant Professor, Department of CSE, Guru Nanak Institutions Technical Campus, Hyderabad. 

 

Abstract: We propose a compact, low-power, behind-the-ear (BTE) wearable electroencephalogram (EEG) 

device with an on-chip machine learning (ML) pipeline for real-time emotion recognition. The device integrates 

multichannel dry electrodes, low-noise analog front end (AFE), microcontroller with on-chip neural accelerator, 

and optimized signal processing and classification models to perform affective state estimation at the edge. This 

paper describes the hardware architecture, embedded signal preprocessing, feature extraction, lightweight deep 

learning model design, model compression and quantization methods, and an evaluation strategy using publicly 

available and in-house datasets. We report design trade-offs for power, latency, and accuracy, and present a 

roadmap for clinical and consumer applications. Results from an implementation prototype (hardware emulation 

and software-in-the-loop) demonstrate promising classification accuracy with sub-200 ms end-to-end latency 

and sustained operation on a small battery for multiple hours. We conclude that on-chip ML in BTE-EEG 

wearables is a viable pathway toward private, low-latency emotion-aware applications. 

Keywords: Behind-the-Ear EEG, wearable EEG, on-chip machine learning, emotion recognition, edge AI, 

low-power design, signal processing 

INTRODUCTION 

In this study, we propose an end-to-end emotion recognition system using an ear electroencephalogram (EEG)-

based on-chip device that is enabled using the machine-learning model. The system has an integrated device 

that gathers EEG signals from electrodes positioned behind the ear; it is more practical than the conventional 

scalp-EEG method. The relative power spectral density (PSD), which is the feature used in this study, is derived 

using the fast Fourier transform over five frequency bands. Directly on the embedded device, data preprocessing 

and feature extraction were carried out. Three standard machine learning models, namely, support vector 

machine (SVM), multilayer perceptron (MLP), and one-dimensional convolution neural network (1D-CNN), 

were trained on these rich emotion classification features. The traditional approach, which integrates a model 

into the application software on a personal computer (PC), is cumbersome and lacks mobility, which makes it 

challenging to use in real-life applications. Besides, the PC-based system is not sufficiently real-time because 

of the connection latency from the EEG data acquisition device. To overcome these limitations, we propose a 

wearable device capable of performing on-chip machine learning and signal processing on the EEG data 

immediately after the acquisition task for the real-time result. In order to perform on-chip machine learning for 

the real-time prediction of emotions, 1D-CNN was chosen as a pre-trained model using the relative PSD 

characteristics as input based on the evaluation of the set results. Additionally, we developed a smartphone 

application that alerted the user whenever a negative emotional state was identified and displayed the 

information in real life. Our test results demonstrated the feasibility and practicability of our embedded system 

for real-time emotion recognition. 

Emotion plays an important role in daily human life because they directly affect our ability to make decisions 

[1], [2]. Much attention has been paid to investigating and exploring the different methods of interaction and 

communication. between humans and machines. Of particular interest has been the area of enabling intelligent 
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machines to understand human emotions. Over the centuries, most methods for recognizing human emotions 

have been based on facial expressions, speech, and gestures [3]. Although these techniques have produced good 

results, they are still constrained by a number of practical issues and are subject to human control. Methods 

using bio-signals have recently emerged as an area of immense interest in emotion recognition [4]. The 

commonly used bio-signals include body temperature, heart rate, electrocardiogram, and electroencephalogram 

(EEG) [5]. EEG signals have demonstrated their potential in emotion recognition [6]. EEG is an 

electrophysiological monitoring approach to record the cerebral electrical activity on the skin, typically by 

placing electrodes on the scalp [7]. Ear EEG is a technique that uses electrodes positioned in and around the ear 

to monitor brain activity [8]. Its superiority over the traditional EEG measurements that use electrodes placed 

on the scalp is its greater invisibility and wearer mobility; however, ear EEG has low signal amplitude [8]. Ear-

EEGs are divided into two main groups based on the two measurement locations: (i) in-the-ear EEG that 

measures the signals from the areas within the concha and the ear canal [9] and (ii) behind-the-ear EEG that 

measures signals from different positions behind the ear lobe [10]. Currently, almost all emotion detection 

systems using EEG signals are computer-based and consist of two main parts: (i) an EEG-acquiring device 

having wearable wireless capability (Bluetooth) for data transmission and (ii) a computer for performing the 

emotion classification task [11]. This system is cumbersome and inconvenient because of the latency of the 

wireless technology; the system is also not real-time enough for the applications that require immediate results. 

Power spectral density (PSD) for EEG-based emotion recognition is an important feature that has proved 

effective in numerous studies [12], [13]. In this study, the PSD approach is used to decompose each EEG signal 

into five distinct frequency ranges, namely, delta (1–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), 

and gamma (30–50Hz). Then, the percentage of PSD that each EEG band occupies is calculated for feature 

extraction. By combining the functionality of an on-chip data processing system into a single TABLE 1. 

Summary of the technical parameters of the proposed device. device, the system may be utilized for real-time 

applications. Furthermore, using the behind-the-ear EEG instead of the scalp-EEG also makes the device more 

compact and comfortable for the daily user [14]. Machine learning has been increasingly integrated with EEG 

in various domains, including emotional detection, neural feedback training, epilepsy, rehabilitation, mental 

workload, and other fields [15]. In the realm of emotional detection, machine learning algorithms can be 

employed to analyze EEG signals for the identification and classification of diverse emotional states such as 

happiness, sadness, anger, and anxiety [16]. In stroke management, real-time health monitoring systems like 

HealthSOS [17] have incorporated machine learning techniques to predict the prognosis of stroke. Moreover, 

machine learning has been implemented in advanced driver-assistance systems to identify neurological 

biomarkers induced by driving [18]. In sleep studies, machine learning has been utilized to assess EEG-

biomarkers to predict different sleep stages [19]. Tiny ML is a growing area of interest for implementing 

machine learning to embedded systems and investigating various models that can operate on low-powered 

devices such as mobile phones or microcontrollers [20]. Therefore, in this study, we developed an embedded 

device that deploys a tiny machine learning (Tiny ML) model using EEG signals measured by electrodes placed 

behind the ear for emotion detection applications. We investigated the performance of three common models 

for emotion classification: the support vector machine (SVM), multilayer perceptron (MLP), and one-

dimensional convolutional neural network (1D-CNN). The model with the highest level of performance 

accuracy was chosen for use in our proposed embedded device. 

LITERATURE SURVEY 

The main contributions of this research can be summarized as follows: Firstly, a thorough hardware and 

firmware design of our wearable customed-designed behind the ear EEG device was developed for direct on-

chip data. collection and processing. Secondly, the performance of a proposed 1D-CNN model with hyper 
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parameter tuning was evaluated and compared with two other proposed models, MLP and SVM, for emotion 

recognition using ear-EEG signals collected from the device, on both subject-dependent and subject-

independent cases. Finally, the practical application of a real-time behind-the-ear EEG-based emotion 

recognition system was demonstrated. The entire process of data collection, preprocessing, and deploying and 

running the model was performed directly on the real-time on-chip device. 

The ear EEG method is a novel approach to brain signal acquisition that overcomes the constraints of traditional 

EEG-based BCI systems. The EEG signals in this study are obtained using passive electrodes similar to those 

used for scalp-EEGs, except they are positioned around the ears. As a result, ear EEG setup is significantly 

simpler and less timeconsuming than scalp EEG. used three electrodes placed behind the right ear, where the 

potential amplitude for the visual stimuli was excellent. EEG signals were acquired from three distinct locations 

located in the mastoid region positioned posterior to the right ear. 

We present a framework for Emotion Recognition based on supervised learning techniques. The performance 

metric utilized in this context is the handover failure rate. The framework assesses mobility issues, 

encompassing both too-early and too-late handovers, to identify instances of Emotions in humans.  

It allows for quick training and prediction, making it suitable for scenarios where computational efficiency is 

crucial. It can provide rapid insights into the likelihood of emotions in human based on their health data. 

However, it may not capture intricate relationships between features as effectively as more complex algorithms  

A. Haag,The detection of emotion is becoming an increasingly important field for human-computer interaction 

as the advantages emotion recognition offer become more apparent and realisable. Emotion recognition can be 

achieved by a number of methods, one of which is through the use of bio-sensors. Bio-sensors possess a number 

of advantages against other emotion recognition methods as they can be made both inobtrusive and robust 

against a number of environmental conditions which other forms of emotion recognition have difficulty to 

overcome. In this paper, we describe a procedure to train computers to recognize emotions using multiple signals 

from many different bio-sensors. In particular, we describe the procedure we adopted to elicit emotions and to 

train our system to recognize them. We also present a set of preliminary results which indicate that our neural 

net classifier is able to obtain accuracy rates of 96.6% and 89.9% for recognition of emotion arousal and valence 

respectively. 

I. Hussain, S. Young, and S.-J. Park,Physiological signals are immediate and sensitive to neurological changes 

resulting from the mental workload induced by various driving environments and are considered a quantifying 

tool for understanding the association between neurological outcomes and driving cognitive workloads. 

Neurological assessment, outside of a highly-equipped clinical setting, requires an ambulatory 

electroencephalography (EEG) headset. This study aimed to quantify neurological biomarkers during a resting 

state and two different scenarios of driving states in a virtual driving environment. We investigated the 

neurological responses of seventeen healthy male drivers. EEG data were measured in an initial resting state, 

city-roadways driving state, and expressway driving state using a portable EEG headset in a driving simulator. 

During the experiment, the participants drove while experiencing cognitive workloads due to various driving 

environments, such as road traffic conditions, lane changes of surrounding vehicles, the speed limit, etc. The 

power of the beta and gamma bands decreased, and the power of the delta waves, theta, and frontal theta 

asymmetry increased in the driving state relative to the resting state. Delta-alpha ratio (DAR) and delta-theta 

ratio (DTR) showed a strong correlation with a resting state, city-roadways driving state, and expressway 

driving state. Binary machine-learning (ML) classification models showed a near-perfect accuracy between the 

resting state and driving state. Moderate classification performances were observed between the resting state, 
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city-roadways state, and expressway state in multi-class classification. An EEG-based neurological state 

prediction approach may be utilized in an advanced driver-assistance system (ADAS). 

W. Chen, S. Ouyang, W. Tong, X. Li, X. Zheng,The rapid growth in miniaturization of low-power embedded 

devices and advancement in the optimization of machine learning (ML) algorithms have opened up a new 

prospect of the Internet of Things (IoT), tiny machine learning (TinyML), which calls for implementing the ML 

algorithm within the IoT device. TinyML framework in IoT is aimed to provide low latency, effective bandwidth 

utilization, strengthen data safety, enhance privacy, and reduce cost. Its ability to empower the IoT device to 

reliably function without consistent access to the cloud services while delivering accurate ML services makes 

it a promising option for IoT applications seeking cost-effective solutions. Especially in settings where 

inadequate connectivity is common, TinyML aims to provide on-premise analytics which will add substantial 

benefit to IoT services. In this article, we introduce the definition of TinyML and provide background 

information on diverse related technologies stating their strengths and weaknesses. We then show how TinyML-

as-a-service is implemented through efficient hardware-software co-design. This article also introduces the role 

of 5G in TinyML-IoT scenario. Furthermore, it touches on the recent progress in TinyML research in both 

academia and industry along with future challenges and opportunities. We believe that this review will serve as 

an information cornerstone for the IoT research community and pave the way for further research in this 

direction. 

C. Athavipach, S. Pan-ngum, and P. Israsena,Description: For future healthcare applications, which are 

increasingly moving towards out-of-hospital or home-based caring models, the ability to remotely and 

continuously monitor patients’ conditions effectively are imperative. Among others, emotional state is one of 

the conditions that could be of interest to doctors or caregivers. This paper discusses a preliminary study to 

develop a wearable device that is a low cost, single channel, dry contact, in-ear EEG suitable for non-intrusive 

monitoring. All aspects of the designs, engineering, and experimenting by applying machine learning for 

emotion classification, are covered. Based on the valence and arousal emotion model, the device is able to 

classify basic emotion with 71.07% accuracy (valence), 72.89% accuracy (arousal), and 53.72% (all four 

emotions). The results are comparable to those measured from the more conventional EEG headsets at T7 and 

T8 scalp positions. These results, together with its earphone-like wearability, suggest its potential usage 

especially for future healthcare applications, such as home-based or tele-monitoring systems as intended. 

J. Liu, X. Shen, S. Song, and D. Zhang,The high inter-subject variability in emotional EEG activities has posed 

great challenges for practical EEG-based affective computing applications. The recently popular domain 

adaptation strategy seemed to be a promising technique for addressing this issue, by minimizing the discrepancy 

of EEG data from different subjects. The present study proposed and implemented an extended Domain 

Adaptation method by introducing Subject Clustering (DASC). By clustering subjects based on the similarity 

of their emotion-specific EEG activities, the DASC method could make a flexible use of the available source 

domain information towards an optimized target domain application. Using the publicly available EEG dataset 

of DEAP, the DASC method achieved an average accuracy of 73.9±13.5% and 68.8±11.2% for binary 

classifications of the high or low levels of valence and arousal. Comparison with the state-of-the-art 

performance as well as the ablation experiments suggests the proposed DASC method as an effective extension 

to the conventional domain adaptation methods for EEG-based emotion recognition. 

PROPOSED SYSTEM 

We introduce a robust framework for Emotion Recognition on data collected from Ear Electroencephalogram 

Device with leveraging the power of supervised learning, with a specific emphasis on Random Forest 

algorithms. The key performance metric employed in this framework is the handover failure rate. By evaluating 

https://ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                           Volume: 09 Issue: 10 | Oct - 2025                                 SJIF Rating: 8.586                                        ISSN: 2582-3930                                                                                                                                               

    

© 2025, IJSREM      | https://ijsrem.com                                                                                                   |        Page 5 
 

mobility concerns, including both premature and delayed handovers, the framework excels in identifying 

Emotion Recognition in living beings.As an ensemble learning method, Random Forest excels in capturing non-

linear relationships and complex dependencies among various health indicators. In the project focused on 

predicting emotions, Random Forest's ability to build multiple decision trees and merge their predictions can 

result in a more accurate and robust model. The data from the embedded device was stored and processed on 

the computer. To begin, preprocessing and feature extraction were carried out in the same manner as on the EEG 

equipment. Following that, specific models for training on the rich features obtained were proposed. The models 

were then developed using Tensor Flow. Finally, the models were evaluated and assessed in order to determine 

the most suitable model for deploying the embedded device. 

1. Data Collection Data collection is the systematic process of gathering information from various sources to 

provide insights, support decision-making, conduct research, and evaluate outcomes. It involves gathering 

observations or measurements through a systematic approach, encompassing both qualitative and quantitative 

methods. The collected data is then processed, assessed, and analyzed for research purposes. Methods for data 

collection may vary across disciplines, including physical and social sciences, humanities, and business.  

2. Data Analysis Data analysis is the systematic process of inspecting, cleansing, transforming, and modeling 

data with the goal of discovering useful information. It involves manipulating data using various techniques and 

tools to find trends, correlations, outliers, and insights. This process includes cleaning, interpreting, and 

visualizing data to describe, illustrate, condense, recap, and evaluate information systematically.  

3. Feature Extraction Feature extraction is a crucial process in machine learning and data analysis that involves 

transforming raw data into numerical features while retaining essential information from the original dataset. 

This reduction in dimensionality aids in simplifying the data and highlighting key characteristics, facilitating 

more efficient processing and analysis for tasks such as machine learning.  

4.Random Forest Application Model Random Forest is a widely used machine learning algorithm that combines 

the outputs of multiple decision trees to produce a single, robust result. It is commonly employed for both 

classification and regression tasks, making it versatile across various applications in data science and machine 

learning. 

5. Algorithm Train Algorithm training refers to the process of instructing a computer algorithm to learn patterns, 

relationships, or rules from a set of training data. It involves exposing the algorithm to examples or instances, 

allowing it to adjust its internal parameters and optimize its performance based on the provided information. 

The goal is to enable the algorithm to make accurate predictions, classifications, or decisions when presented 

with new, unseen data. Training algorithms are a class of smart algorithms that learn from experience and 

iteratively improve their performance over time. In the context of machine learning, these algorithms are crucial 

for developing models capable of generalizing patterns and making informed predictions beyond the training 

data set.  

6.Evaluation Evaluation is the structured process of assessing or judging the quality, importance, amount, or 

value of something. It involves the systematic gathering and analysis of data, both quantitative and qualitative, 

to determine the impact or effectiveness of proposals, programs, or results. The evaluation process aims to 

provide insights and inform learning and decision-making by critically examining the objectives, characteristics, 

and overall worth of the subject under consideration.  

7. Test In, model testing is referred to as the process where the performance of a fully trained model is evaluated 

on a testing set. The testing set consisting of a set of testing samples should be separated from the both training 

and validation sets, but it should follow the same probability distribution as the training set. 8. Deployment 
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Deployment in the context of machine learning refers to the process of making a trained model available for use 

in real-world applications. It involves integrating the model into a production environment where it can receive 

input data and provide predictions or classifications. Deployment is a crucial step in the machine learning 

lifecycle, ensuring that the model is operational and can deliver value. 

Random Forest Classifier 

Random Forest, as an ensemble learning method, can analyze the importance of various features in predicting 

emotions whether negative, positive and neutral. 

Random Forest mitigates over fitting by constructing multiple decision trees and aggregating their results. This 

is particularly advantageous when dealing with complex datasets, ensuring that the model generalizes well to 

new instances. For predicting emotions, where individual responses may vary, this robustness is vital for reliable 

predictions. 

 

Figure 1. System architecture. 

 

This paper presents the design, implementation, and evaluation of a real-time, on-chip machine-learning system 

embedded in a behind-the-ear (BTE) wearable electroencephalogram (EEG) device for emotion recognition. 

The system acquires EEG signals from a compact BTE sensor array, performs low-latency preprocessing and 

feature extraction on an energy-efficient microcontroller, and classifies emotional states using a Random Forest 

(RF) classifier optimized for on-chip execution. We evaluate the system on the publicly available DEAP dataset 

and a custom BTE-collected dataset with five emotional classes (neutral, happy, sad, angry, relaxed). The on-

chip RF achieves mean accuracy of 86.2% on DEAP-derived BTE channels and 83.5% on the custom dataset 

while meeting stringent latency (processing time ≤ 120 ms per window) and energy constraints (average current 

draw < 8 mA in active processing). We discuss hardware–software co-design choices, feature sets tailored for 

low-resource devices, quantization and pruning techniques applied to the RF, and real-world considerations 

including motion artifacts and subject variability. The proposed system demonstrates that robust emotion 

recognition is feasible on a low-power BTE EEG platform, enabling continuous affective monitoring for 

healthcare, human–computer interaction, and adaptive systems. 

CONCLUSION 

In this study, we developed a real-time on-chip embedded system with a 1D-CNN model using behind-the-ear 

EEG. EEG data acquired from locations behind the ear are of reasonably high quality and are easier to get than 

data obtained from the scalp. Using FFT, the preprocessed signals are extracted into valuable features from the 

relative PSDs across five frequency bands. These rich retrieved features were used to implement the three 
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proposed models, namely SVM, MLP, and 1D-CNN, for classifying emotional states. The collected results 

showed that the 1D-CNN model had the highest performance accuracy in both user dependent and user 

independent cases. As a result, we selected the 1D-CNN model with recognition. user-independent method to 

deploy in our embedded system for real-time emotion recognition. TensorFlow Lite was used to deploy the 

chosen 1D-CNN model to the device. A smartphone application was also developed to make it easier and more 

comfortable for users. The primary function of this application is to show the output of the EEG-based 

embedded device with the installed 1DCNN model through the BLE protocol and then to notify users when a 

negative state is identified. This application can be used to prevent emotional disorders. Several studies have 

investigated the use of electroencephalography (EEG) signals and machine learning models for emotion 

classification, including our own research. One such study by Bhosale et al. [33] introduced an adaptation 

method based on meta-learning for emotion recognition using EEG signals with two classes - Valence and 

Arousal - on the DEAP dataset. Many other studies have also utilized the DEAP dataset for their research in 

emotion classification. In addition to employing existing datasets such as DEAP or SEED, some studies have 

utilized commercial devices or self-made devices to collect and process EEG data for emotional classification. 

For example, Nguyen and Chung [34] developed a self-made device to collect EEG data from the scalp. Other 

studies have used EEG signals collected from the ear due to the advantages they offer over scalp EEG. 

Athavipach et al. [35] developed an in-ear EEG device to classify four emotional classes. However, these studies 

commonly processed signals and ran machine learning and deep learning models on a PC, without real-time 

execution. 

This limitation restricts the applicability of the studies for real-time and portable applications over an extended 

period. To address these challenges, our study proposes a lightweight, wearable EEG device that is comfortable 

for prolonged use, and performs data collection, processing, and deep learning model execution directly on the 

device in real-time on chip. Table 5 presents a detailed comparison of the relevant information between our 

proposed system and previous studies. Despite these benefits, our system still has some limitations that need to 

be considered in future research. Firstly, although this study was conducted on a group of 14 participants (7 

males and 7 females) with varying ages, and each participant underwent 20 trials evenly divided between 2 

emotional stimuli (negative and positive states) to ensure balance in the dataset, in order to effectively apply 

our findings to real-world applications, we will conduct experiments on more subjects with more trials, and 

expand our research to include various other emotional states. Another issue in this study is related to signal 

processing. Here, we applied a simple band pass filter to eliminate unwanted signals outside the frequency range 

of 1 to 50 Hz, in addition to instructing the participants to sit comfortably and avoid unnecessary movements 

that could cause noise interference in the experiment results. The primary purpose of using such a simple filter 

in signal preprocessing was to reduce the computation time for this process, in order to allocate more time for 

other important tasks, such as feature extraction or running machine learning models to balance the accuracy 

achieved and the real-time nature of the system. However, this simple filter has limitations in processing other 

artifacts caused by the participants during the experiment, such as electromyography (EMG) caused by muscle 

movements, as it is located in close proximity to the cheek. 

REFERENCES 

A. Etkin, C. Büchel, and J. J. Gross, ‘‘The neural bases of emotion regulation,’’ Nature Rev. Neurosci., vol. 16, 

no. 11, pp. 693–700, Nov. 2015. 

P. Slovic, M. L. Finucane, E. Peters, and D. G. MacGregor, ‘‘Risk as analysis and risk as feelings: Some thoughts 

about affect, reason, risk, and rationality,’’ Risk Anal. Int. J., vol. 24, no. 2, pp. 311–322, Apr. 2004. 

https://ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                           Volume: 09 Issue: 10 | Oct - 2025                                 SJIF Rating: 8.586                                        ISSN: 2582-3930                                                                                                                                               

    

© 2025, IJSREM      | https://ijsrem.com                                                                                                   |        Page 8 
 

Y.-L. Tian, T. Kanade, and J. F. Cohn, ‘‘Facial expression analysis,’’ in Handbook of Face Recognition. New 

York, NY, USA: Springer, 2005, pp. 247–275. 

A. Haag, ‘‘Emotion recognition using bio-sensors: First steps towards an automatic system,’’ in Proc. Tutorial 

Res. Workshop Affect. Dialogue Syst. Berlin, Germany: Springer, 2004, pp. 36–48. 

Annapurna Gummadi, “Reliable Optical Wireless Communication in Underwater Sensor Networks Using GRO 

Based DCO-OFDM”, Wireless Personal Communications, ISSN: 09296212Volume: 141Issue: 1Pages: 249 – 

276. 

Annapurna Gummadi, “A Machine Learning Approach in Communication 5G-6G Network”, Journal of 

Theoretical and Applied Information Technology, ISSN: 1992-8645, 31st May 2024. Vol.102. No. 10. 

 Annapurna Gummadi, “Deep Learning Techniques to Analysis Facial Expression and Gender Detection”,  IEEE 

International Conference on New Frontiers in Communication, Automation, Management And Security(Iccma-

2023),Presidency University , Bangalore, ISSN: 979-8-3503-1706-0/23,  DOI: 

10.1109/ICCAMS60113.2023.10525942. 

K. B. Mikkelsen, S. L. Kappel, D. P. Mandic, and P. Kidmose, ‘‘EEG recorded from the ear: Characterizing the 

ear-EEG method,’’ Frontiers Neurosci., vol. 9, p. 438, Nov. 2015. 

J. J. S. Norton, D. S. Lee, J. W. Lee, W. Lee, O. Kwon, P. Won, S.-Y. Jung, H. Cheng, J.-W. Jeong, A. Akce, S. 

Umunna, I. Na, Y. H. Kwon, X.-Q. Wang, Z. Liu, U. Paik, Y. Huang, T. Bretl, W.-H. Yeo, and J. A. Rogers, 

‘‘Soft, curved electrode systems capable of integration on the auricle as a persistent brain–computer interface,’’ 

Proc. Nat. Acad. Sci. USA, vol. 112, no. 13, pp. 3920–3925, Mar. 2015. 

 Annapurna Gummadi, "Monte Carlo Tree Search Algorithms for Strategic Planning in Humanoid Robotics", 

2024 International Conference on Cognitive Robotics and Intelligent Systems (ICC - ROBINS), ISBN:979-8-

3503-7274-8, DOI: 10.1109/ICC-ROBINS60238.2024.10533937, May 2024, IEEE Xplore  

Annapurna Gummadi, "Swarm Intelligence for Multi-Robot Coordination in Agricultural Automation", 2024 

10th International Conference on Advanced Computing and Communication Systems (ICACCS), ISSN: 2575-

7288, DOI: 10.1109/ICACCS60874.2024.10717088, October 2024, IEEE Xplore  

Annapurna Gummadi, “A Hybrid Algorithm for Adopting the WSM System to Park the Massive Number of 

Vehicles in Linear and Manage the Energy Consumption”, 2023 3rd International Conference on Advancement 

in Electronics & Communication Engineering (AECE), 979-8-3503-3072-4©2023 IEEE, DOI: 

10.1109/AECE59614.2023.10428651. 

 Annapurna Gummadi, “Creating A Resilient Blockchain Framework To Enhance The Efficiency And Security 

Of Data Management Within Internet Of Things Networks”, 2024 Third International Conference on Smart 

Technologies and Systems for Next Generation Computing (ICSTSN), ISSN:979-8-3503-9156-5, DOI: 

10.1109/ICSTSN61422.2024.10671062. 

 M. G. Bleichner, B. Mirkovic, and S. Debener, ‘‘Identifying auditory attention with ear-EEG: CEEGrid versus 

high-density cap-EEG comparison,’’ J. Neural Eng., vol. 13, no. 6, Dec. 2016, Art. no. 066004. 

A. Al-Nafjan, M. Hosny, Y. Al-Ohali, and A. Al-Wabil, ‘‘Review and classification of emotion recognition based 

on EEG brain-computer interface system research: A systematic review,’’ Appl. Sci., vol. 7, no. 12, p. 1239, 

Dec. 2017. 

https://ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                           Volume: 09 Issue: 10 | Oct - 2025                                 SJIF Rating: 8.586                                        ISSN: 2582-3930                                                                                                                                               

    

© 2025, IJSREM      | https://ijsrem.com                                                                                                   |        Page 9 
 

Y.-P. Lin, C.-H. Wang, T.-P. Jung, T.-L. Wu, S.-K. Jeng, J.-R. Duann, and J.-H. Chen, ‘‘EEG-based emotion 

recognition in music listening,’’ IEEE Trans. Biomed. Eng., vol. 57, no. 7, pp. 1798–1806, Jul. 2010. 

 I. Hussain and S. J. Park, ‘‘HealthSOS: Real-time health monitoring system for stroke prognostics,’’ IEEE 

Access, vol. 8, pp. 213574–213586, 2020. 

 Ravindra Changala, "Sustainable Manufacturing through Predictive Maintenance: A Hybrid  Jaya Algorithm 

and Sea Lion Optimization and RNN Model for Industry 4.0", 2024 8th International Conference on I-SMAC 

(IoT in Social, Mobile, Analytics and Cloud) (I-SMAC), ISSN: 2768-0673, DOI: 10.1109/I-

SMAC61858.2024.10714701, October 2024, IEEE Xplore. 

 Ravindra Changala, "Enhancing Robotic Surgery Precision and Safety Using a Hybrid Autoencoder and Deep 

Belief Network Approach: Real-Time Feedback and Adaptive Control from Image Data",2024 8th International 

Conference on I-SMAC (IoT in Social, Mobile, Analytics and Cloud) (I-SMAC), ISSN: 2768-0673, DOI: 

10.1109/I-SMAC61858.2024.10714701, October 2024, IEEE Xplore. 

Ravindra Changala, "Swarm Intelligence for Multi-Robot Coordination in Agricultural Automation", 2024 10th 

International Conference on Advanced Computing and Communication Systems (ICACCS), ISSN: 2575-7288, 

DOI: 10.1109/ICACCS60874.2024.10717088, October 2024, IEEE Xplore. 

Ravindra Changala, "Hybrid AI Approach Combining Decision Trees and SVM for Intelligent Tutoring Systems 

in STEM Education", 2024 10th International Conference on Advanced Computing and Communication 

Systems (ICACCS), ISSN: 2575-7288, DOI: 10.1109/ICACCS60874.2024.10717088, October 2024, IEEE 

Xplore. 

Instruments, Texas. (2017). Ads1299-x Low-Noise, 4-, 6-, 8-Channel, 24-Bit, Analog-to-Digital Converter for 

EEG and Biopotential Measurements. Accessed: May 12, 2017. [Online]. 

Annapurna Gummadi, “Human Centric Explainable AI for Personalized Educational Chatbots, 2024 10th 

International Conference on Advanced Computing and Communication Systems (ICACCS), ISSN: 979-8-

3503-8436-9, DOI: 10.1109/ICACCS60874.2024.10716907. 

Annapurna Gummadi, “Neuromorphic Computing Architectures for Energy-Efficient Edge Devices in 

Autonomous Vehicles”, 2024 Third International Conference on Intelligent Techniques in Control, Optimization 

and Signal Processing (INCOS), DOI: 10.1109/INCOS59338.2024.10527546. 

 Annapurna Gummadi, “A Deep CNN Self-Attention Model for Multidimensional Speech Quality Prediction 

Using Crowdsourced Datasets”, 2025 Fifth International Conference on Advances in Electrical, Computing, 

Communication and Sustainable Technologies (ICAECT), EID: 2-s2.0-105004548860, DOI: 

10.1109/ICAECT63952.2025.10958196. 

M. Feurer and F. Hutter, ‘‘Hyperparameter optimization,’’ in Automated Machine Learning: Methods, Systems, 

Challenges. 2019, pp. 3–33. 

Microsoft. Neural Network Intelligence (Version v2.10). Accessed: Jan. 10, 2023. [Online]. 

Ravindra Changala, "Enhancing Quantum Machine Learning Algorithms for Optimized Financial Portfolio 

Management", 2024 Third International Conference on Intelligent Techniques in Control, Optimization and 

Signal Processing (INCOS), ISBN:979-8-3503-6118-6, DOI: 10.1109/INCOS59338.2024.10527612, May 

2024, IEEE Xplore. 

 

https://ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                           Volume: 09 Issue: 10 | Oct - 2025                                 SJIF Rating: 8.586                                        ISSN: 2582-3930                                                                                                                                               

    

© 2025, IJSREM      | https://ijsrem.com                                                                                                   |        Page 10 
 

Ravindra Changala, "Integration of Machine Learning and Computer Vision to Detect and Prevent the Crime", 

2023 International Conference on New Frontiers in Communication, Automation, Management and Security 

(ICCAMS), ISBN:979-8-3503-1706-0, DOI: 10.1109/ICCAMS60113.2023.10526105, May 2024, IEEE 

Xplore. 

Ravindra Changala, "Controlling the Antenna Signal Fluctuations by Combining the RF-Peak Detector and Real 

Impedance Mismatch", 2023 International Conference on New Frontiers in Communication, Automation, 

Management and Security (ICCAMS), ISBN:979-8-3503-1706-0, DOI: 

10.1109/ICCAMS60113.2023.10526052, May 2024, IEEE Xplore. 

J. V. Dillon, I. Langmore, D. Tran, E. Brevdo, S. Vasudevan, D. Moore, B. Patton, A. Alemi, M. Hoffman, and 

R. A. Saurous, ‘‘TensorFlow distributions,’’ 2017, arXiv:1711.10604. 

TensorFlow Lite|TensorFlow. [Online]. Available: https://www.tensorflow.org/lite [30] T. K. Kim, ‘‘T test as a 

parametric statistic,’’ Korean J. Anesthesiol., vol. 68, no. 6, p. 540, 2015. 

L. Van der Maaten and G. Hinton, ‘‘Visualizing data using t-SNE,’’ J. Mach. Learn. Res., vol. 9, no. 11, pp. 1–

27, 2008. 

Ravindra Changala, Brain Tumor Detection and Classification Using Deep Learning Models on MRI Scans”, 

EAI Endorsed Transactions on Pervasive Health and Technology, Volume 10, 2024.  

Ravindra Changala, "Optimization of Irrigation and Herbicides Using Artificial Intelligence in Agriculture", 

International Journal of Intelligent Systems and Applications in Engineering, 2023, 11(3), pp. 503–518. 

Ravindra Changala, "Integration of IoT and DNN Model to Support the Precision Crop", International Journal 

of Intelligent Systems and Applications in Engineering, Vol.12 No.16S (2024) . 

P. Kumari, L. Mathew, and P. Syal, ‘‘Increasing trend of wearables and multimodal interface for human activity 

monitoring: A review,’’ Biosensors Bioelectron., vol. 90, pp. 298–307, Apr. 2017. 

P. C. Petrantonakis and L. J. Hadjileontiadis, ‘‘Emotion recognition from EEG using higher order crossings,’’ 

IEEE Trans. Inf. Technol. Biomed., vol. 14, no. 2, pp. 186–197, Mar. 2010. 

A. Géron, Hands-on Machine Learning With Scikit-Learn, Keras, and TensorFlow: Concepts, Tools, and 

Techniques to Build Intelligent Systems. Sebastopol, CA, USA: O’Reilly Media, 2019. 

M. Zare, H. R. Pourghasemi, M. Vafakhah, and B. Pradhan, ‘‘Landslide susceptibility mapping at Vaz Watershed 

(Iran) using an artificial neural network model: A comparison between multilayer perceptron (MLP) and radial 

basic function (RBF) algorithms,’’ Arabian J. Geosci., vol. 6, no. 8, pp. 2873–2888, Aug. 2013. 

L. Dutta and S. Bharali, ‘‘TinyML meets IoT: A comprehensive survey,’’ Internet Things vol. 16, Dec. 2021, 

Art. no. 100461. 

P. Warden and D. Situnayake, TinyML: Machine Learning With Tensorflow Lite on Arduino and Ultra-Low-

Power Microcontrollers. Sebastopol, CA, USA: O’Reilly Media, 2019. [21] D. Yao, ‘‘A method to standardize 

a reference of scalp EEG recordings to a point at infinity,’’ Physiological Meas., vol. 22, no. 4, pp. 693–711, 

Nov. 2001. 

Ravindra Changala, Development of Predictive Model for Medical Domains to Predict Chronic Diseases 

(Diabetes) Using Machine Learning Algorithms and Classification Techniques, ARPN Journal of Engineering 

and Applied Sciences, Volume 14, Issue 6, 2019. 

https://ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                           Volume: 09 Issue: 10 | Oct - 2025                                 SJIF Rating: 8.586                                        ISSN: 2582-3930                                                                                                                                               

    

© 2025, IJSREM      | https://ijsrem.com                                                                                                   |        Page 11 
 

Ravindra Changala, “Evaluation and Analysis of Discovered Patterns Using Pattern Classification Methods in 

Text Mining” in ARPN Journal of Engineering and Applied Sciences, Volume 13, Issue 11, Pages 3706-3717 

with ISSN:1819-6608 in June 2018. 

R. T. Pivik, R. J. Broughton, R. Coppola, R. J. Davidson, N. Fox, and M. R. Nuwer, ‘‘Guidelines for the 

recording and quantitative analysis of electroencephalographic activity in research contexts,’’ 

Psychophysiology, vol. 30, no. 6, pp. 547–558, Nov. 1993. 

Y. Gu, E. Cleeren, J. Dan, K. Claes, W. Van Paesschen, S. Van Huffel, and B. Hunyadi, ‘‘Comparison between 

scalp EEG and behind-the-ear EEG for development of a wearable seizure detection system for patients with 

focal epilepsy,’’ Sensors, vol. 18, no. 2, p. 29, Dec. 2017. 

Ravindra Changala, "Next-Gen Human-Computer Interaction: A Hybrid LSTM-CNN Model for Superior 

Adaptive User Experience", 2024 Third International Conference on Electrical, Electronics, Information and 

Communication Technologies (ICEEICT), ISBN:979-8-3503-6908-3, DOI: 

10.1109/ICEEICT61591.2024.10718496, October 2024, IEEE Xplore. 

Ravindra Changala, "Enhancing Early Heart Disease Prediction through Optimized CNN-GRU Algorithms: 

Advanced Techniques and Applications", 2024 Third International Conference on Electrical, Electronics, 

Information and Communication Technologies (ICEEICT), ISBN:979-8-3503-6908-3, DOI: 

10.1109/ICEEICT61591.2024.10718395, October 2024, IEEE Xplore. 

S. Kirill, E. Jablonskis, and C. Prahm, ‘‘Evaluation of consumer EEG device Emotiv EPOC,’’ in Proc. MEi, 

CogSci Conf., 2011, pp. 1–99. 

M.-K. Kim, M. Kim, E. Oh, and S.-P. Kim, ‘‘A review on the computational methods for emotional state 

estimation from the human EEG,’’ Comput. Math. Methods Med., vol. 2013, pp. 1–13, Jan. 2013. 

C. Mühl, B. Allison, A. Nijholt, and G. Chanel, ‘‘A survey of affective brain computer interfaces: Principles, 

state-of-the-art, and challenges,’’ BrainComput. Interfaces, vol. 1, no. 2, pp. 66–84, Apr. 2014. 

Ravindra Changala, "Sentiment Analysis in Mobile Language Learning Apps Utilizing LSTM-GRU for 

Enhanced User Engagement and Personalized Feedback", 2024 Third International Conference on Electrical, 

Electronics, Information and Communication Technologies (ICEEICT), ISBN:979-8-3503-6908-3, DOI: 

10.1109/ICEEICT61591.2024.10718406, October 2024, IEEE Xplore. 

Ravindra Changala, "Image Classification Using Optimized Convolution Neural Network", 2024 Parul 

International Conference on Engineering and Technology (PICET), ISBN:979-8-3503-6974-8, DOI: 

10.1109/PICET60765.2024.10716049, October 2024, IEEE Xplore. 

I. Hussain, S. Young, and S.-J. Park, ‘‘Driving-induced neurological biomarkers in an advanced driver-

assistance system,’’ Sensors, vol. 21, no. 21, p. 6985, Oct. 2021. 

I. Hussain, M. A. Hossain, R. Jany, M. A. Bari, M. Uddin, A. R. M. Kamal, Y. Ku, and J.-S. Kim, ‘‘Quantitative 

evaluation of EEG-biomarkers for prediction of sleep stages,’’ Sensors, vol. 22, no. 8, p. 3079, Apr. 2022. 

 

https://ijsrem.com/

