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Abstract —Personal safety and quality of life are
seriously threatened by the violent acts. In order to curb the
hostile conduct, numerous other strategies have been
implemented, such as installing and maintaining
surveillance systems. It will be extremely relevant if the
monitoring systems are able to recognize violent conduct on
their own and immediately send warning or alarm signals
to the authorities. New researchers are drawn to the active
study fields of computer vision and image processing for the
detection of aggressive and aberrant conduct. In order to
detect violence in video streams, this research suggests a
real-time violence detection and alarm system that uses
MobileNetV2 along with LSTM. The system offers a
scalable, precise, and flexible public safety solution by
utilizing a Telegram Bot for real-time alerting message.

Keywords — MobileNetV2, Realtime detection, LSTM,

Transfer learning, Neural network, callbacks, RLVS.

l. Introduction

The growing issues surrounding public safety have prompted
the development of new technological interventions that can
reduce risk and offer protection to communities. This research
offers a new real-time violence detection and alert system,
drawing on the power of mobilenetv2,Istm and telegram bot,
to offer a robust and responsive real-time platform for
violence reportage and detection.new and new frameworks
for first detection, reportage, and intervention in such
incidents.

In an atmosphere of mounting fear on public security, safety,
and prevention of violence .technological development has
been a major benefactor in the persistent commitment to
safeguarding both groups and individuals .the pressing
concerns brought up by various types of violence, whether in
public or in private settings have driven the study of
innovative and adaptive frameworks for the first
identification, documentation, and response in such incidents.
It is within this backdrop that the current research employs the
procedure of using a better and comprehensive real-time
violence alert system,which effectively integrates
mobilenetv2, Istm, and a telegram bot to create a strong and
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effective system for violence detection andincident

management.

At the core of our real-time violence alert system is the strong
model based on mobilenetv2 and Istm, a deep learning model
that is known for its incredible speedaccuracy, and efficiency.
Under real-time video stream analysis, we undertake the
daunting task of detecting and classifying violent behavior,
thereby allowing the early detection of likely incidents.the
ability to detect images not only provides a high degree of
accuracy while at the same time enabling the continuous
unification of the system with ongoing surveillance networks
and thereby boosting security measures and enabling the rapid
response to threats [1]. This is indicative of the
transformatory role that deep learning technology can play in
addressing current social issues.

Telegrams, with their huge user base, privacy-centric
approach, and real-time messaging features, have established
themselves as a best communication channel to disseminate
warnings to concerned authorities. This mechanism
essentially acts as the medium by which the process of
converting detection into action is made functional so that the
response to violence is immediate and firm. The telegram bot
has therefore emerged as a core part of the system to establish
the necessary communication link in ensuring public
safety[2]. In our relentless quest for a more advanced anda
complete real-time violence notification framework,always
focus on scalability, accuracy, and flexibility.

Our system is developed to support a wide variety of
environments, e.g., public areas, private property and
businesses, institutions. Thus, its adaptability makes it a useful
tool for public security and safety augmentation in
multicultural settings, thereby supporting a wide variety of
security demands. Our proposed system was tested using
several datasets of violence and actual surveillance systems.
The result indicated that the system was capable of detecting
violent crimes correctly in real time. The system is scalable
and installable in a wide number of cameras.

The rest of the paper is structured as follows:section ii
comprises comparative studies of similar research studies. The
chosen methodology is outlined in detail in section iii, and the
proposed frameworkand the data set, and section iv
givesexperimental procedures and outlines the approach's
assessment. It finishes the paper by offering remarks on
potential future research.
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1. RELATED WORK

Current methods to detect violence are categorized into three
groups: visual-based methods, audio-based methods, and
combined systems. Visual approach gather visual
information and then that information is presented with
proper characteristics. Features can be local or global. Global
features consist of average speed, region occupancy, relative
positioning fluctuations, and object-background interactions,
while local attributes consist of location, velocity, shape, and
color. Auditory data is used by the audio-based technique to
classify violent behavior .A hierarchical method based on
Gaussian mixture models and hidden Markov models is
employed to differentiate between explosions, gunshots, and
car braking in audio .

The hybrid method puts a lot of focus on the integration of
both visual and audio elements. Some methods identify
violent moments in recordings using the identification of
blood and fire, the intensity of movement, and the audio
related to them. CASSANDRA technology identifies
aggression in CCTV recordings using motion features
associated with articulation and scream-like acoustical
signals [3].

A. Modelling with 2D CNN

In [4] M.S kang made a pipeline for real-time on-device
violence recognition that utilizes a 2D CNN. There proposed
pipeline have 3 major components: frames grouping, a
spartial attention module known as Motion Saliency Map
(MSM), and a Temporal attention module known as
Temporal Sequence and Excitation (T-SE) block.

They used a technique that averages the channel of the input
frames, Three sequential channel averaged frames were
pooled to serve as input for 2D CNN, MSM identifies
significant region feature maps derived from motion
boundries by utilizing the difference between successive
frames.The TSE block can naturally highlight the time
interval associated withan event interest.The proposed
pipeline provide significant improvement in computational
complexity over exsisting 3D-CNN models.The model was
tested on 6 different dataset and the result revealed better
performance in terms in terms of accuracy and speed from
existing Pytouch served as a foundation for network
implementation .The suggested method [4] works fine in real
time scenario..

B. Spartio tempored features with 3D CNN

In [5] we have seen a model that utilizes low level
functionality method for identify violent frames. The
proposed model leverage spatio-temporal interest & K-
Means clustering to group similar interest point. After
calculating the cluster average for every significant cluster,
author apply these finding to classify an event with an
unfamiliar sequence.

They discovered that the spatio temporal interest point remain
unaffected by variation in scale rotation & lighting in the
proposed approach.The author had used the Laplacian of

Gaussian blur to identify interest points. After detecting
interest points, each is described using a spatio-temporal
descriptor that encodes the local structural information
surrounding the point. K-Means clustering is then applied to
group similar interest points into distinct clusters.

The cluster means are subsequently used to classify unseen
sequence events.The proposed method surpass existing
cutting-edge algorithm in terms of accuracy on 2 publicly
available dataset. This process is computationally very
intensive and depends high parameters, making it unsuitable
for real-time applications and day-to-day use [3].

C.CNN &LSTM

The paper proposed a model that detect violence using deep
learning techniques. CNN is used as the spartial feature
extraction, while LSTM serve as a method for learning
temporal data. The proposed model is mode on hockey fight
dataset achieving an accuracy of 98% at 131 frames per
second. This model surpassed every other model at that time
in terms of accuracy & precision.The proposed model was
more efficient at detecting violence between 2 individual but
violence generally involve a large group of people. Detecting
violence in large group of people is relatively tough because
it has multiple features that are difficult to capture. This
whole model was implemented in python. It show high
accuracy with benchmark dataset but it struggle to perform
generalization in real current time[6].

D. Deep Autoencoder and CNN

[7] proposed a CNN-based system that was designed to
process data streams in real time, which is captured using an
optical sensor in dynamic scenarios. 1st deep features are
extracted from the frames by utilizing transfer learning or a
pre-trained CNN, then these features are processed via a deep
autoencoder, which helps to capture temporal data from the
activities in CCTV footage. To classify human behaviour, a
quadratic SVM is trained as a non-linear learning approach.
While testing, an iterative fine-tuning method updates the
model parameter using the latest data from the evolving
environment. Experimental results show promising results,
and the proposed model outperforms the current SOTA
method in terms of both processing time and accuracy of that
time.

In our paper, we build a hybrid neural network model that
show high generalization in detecting violence and send real
time alert to the user via telegram bot

I11. ARCHITECTURAL DESIGN

The recommended technique is used for recognizing violent
and non-violent incidents in real-time security camera
footage is thoroughly examined in this section. In our system,
we use MobileNetvV2 and LSTM, along with
hyperparameters that accurately identify the presence of
violence in videos. When violence is detected, messages are
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sent to a telegram group via a telegram bot for real real-time
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Fig.1 Proposed Model Architecture

1V. Methodology
A. Dataset Collection

To test our methodology, we work with these two datasets,
Hockey Fight Dataset [8], which is standard in SOTA of
violence detection, and Real Life Violence Situations
Dataset, which is a relatively new dataset but has shown some
promising results[9].

o Hockey Fight Dataset (HF)
The dataset consists of 1000 video clips of hockey games of
the National
Hockey League (NHL). Each clip is restricted to 50 frames
and has a resolution of 720x576 pixels. 500 of the clips are
labeled as ‘fight’, and the other 500 are labeled as ‘non-fight'.
Fig represents some sample clips of HF Dataset.

o Real Life Violence Situations Dataset(RLVS)
This dataset contains 2000 video clips of real-life violence
situations.1000 clips are labelled as ‘NonViolence' and 1000
are labelled as 'Violence'.

B. Data Preprocessing

Video clips are converted into frames and now data
augmentation is applied. Techniques such as cropping,
randomrotate, horizontalflip, motionblurr,gaussianblur, etc,
are applied via Albumentations Augmentation Pipeline. Also
if images are in BGR they are converted to RGB. If frame ID
is 7, then frames are skipped to avoid duplication. Also the
both datasets are splitted into training set and testing set in
80% -20% ratio where 80% clips are used to train model and
rest 20% clips are used to test model .This split have been
performed via scikit-learn library.

The proposed model is written in python using Keras library
[10] with TensorFlow [11] backend and some helper
libraries like OpenCV [12] and matplotlib [13].Adam
optimizer is also used in this model [14].1 Regarding the
hardware used; the system is run using Kaggle [15] which
have GPU 2XP100 NIVIDIA GPU , and a CPU ryzen5
5600U along with 16 GB RAMSs and 500 GB as ssd .

C. Transfer Learning

The suggested model is a binary image classification model
based on MobileNetV2 and LSTM to learn and understand
spatial-temporal features in images. We have used
MobileNetV2 which is a successor of MobileNetV1[16]. It is
trained on the ImageNet dataset. The model takes an input of
a shape picture (IMG_SIZE,IMG_SIZE,ColorChannels) and
extracts dense spatial information through a pre-trained
MobileNetV2 backbone (with frozen weights). These
features are reduced through a GlobalAveragePooling2D
layer prior to being reshaped into a 3D tensor that can be
utilized through a Long Short-Term Memory (LSTM) layer.
The LSTM consists of 64 units that reflects temporal
correlations among spatial information[17]. In order to retain
regularization, sequential output is provided through a thick
layer that contains ReLU activation function and a dropout
layer[18]. Lastly, a sigmoid-activated dense neuron provides
output as a single probability score that reflects the
probability that the input is from class 1 (for instance,
violence). The model is constructed along the Adam
optimizer and binary cross-entropy loss, thus it is suitable for
binary classification problems.

D. Hyperparameter initialization

The use of hyperparameter configurations and training
procedures was optimized in view of enhancing the training
procedure while achieving maximum generalization. Input
images were resized to dimensions of 120x120 pixels, while
ColorChannels were set to 3 (RGB), which was a balanced
choice, maximizing the utilization of computational resources
and sufficient feature representation. The model was trained
for 50 epochs, with a batch size of 4, allowing frequency
updates of weights for enhanced generalization over a small
dataset. The initial learning rate (start_Ir) was set to 0.00001,
whereas the maximum learning rate (max_Ir) used was
0.00005 and minimum learning rate (min_Ir) was kept at
0.00001. A learning rate schedule was implemented using a
custom schedule that employed a warm-up policy, with
rampup_epochs=>5, sustain_epochs=0, and exponential decay
factor (exp_decay)=0.8, for a gradual decline of learning rate
across epochs. To counteract overfitting,
kernel_regularizer=regularizers.l2(0.005) was applied to the
dense layers in addition to dropout layers incorporated within
the model [19]. Training employed various callbacks:
EarlyStopping with a patience parameter of 3, which stops
training when there is no improvement in validation
performance; ReduceLROnPlateau with an adaptive
decreasing learning rate scheme if validation loss is not
decreasing. ModelCheckpoint was used to track the weights
of the best model in terms of validation accuracy for an
optimal model.

E. Performance Evaluation

For performance evaluation, the system uses confusion

© 2025,IJSREM | www.ijsrem.com

DOI: 10.55041/IJSREM48137 |

Page 3


http://www.ijsrem.com/

W Volume: 09 Issue: 05 | May - 2025

ISSN: 2582-3930

SJIF Rating: 8.586

matrix, accuracy, precision, recall, and F1-score, AUC score
and MCC score. For calculating the accuracy, precision,
recall, F1-score,AUC Score and MCC score the following
formulas have been used[20][21][22].

Accuracy = —Ip*Tn (1)
Tp+Tn+Fp+Fn
Tp
o =T 15[ ¥
Tp+FP
Recall=—— ... 3)
TP+Fn
F1 Score= 2x (PrecisionxRecall) .....c.ccccvvvvinnnnne. (4)

(Precision+Recall)

total positivesxtotal negatives

AUC =

.(5)

no of times positive is ranked heigher than negatives ~°

TpxTn—FpxFn
N(Tp+Fp)(Tp+Fn)(Tn+Fp)(Tn+Fn)

MCC Score=

where TP, TN, FP, FN represent true positives, true
negatives,false positives and false negatives of a confusion
matrix respectively

: @) (b)
Fig.2 Samples from the RLVS dataset, (a) non violence
samples,(b)violence samples.

V.RESULT

In this section we have discussed about the results of our
model's .Due to OOM(out of memory) error, 1000 and 1600
clips were used from hocket fight dataset and real life
violence situation dataset respectively.

When we trained our base model on both dataset and we
achieved an accuracy of 89% on training accuracy and
accuracy of 88% on validation accuracy . Due to low
accuracy we do fine tunning in our model by changing our L2
regularization from .0005 to 0.0003, patience was changed
form 5to 3,for early stopping, patience was changed to 3, min
learning rate was sent to 1le-6 for reduce on plateau, also
validation loss is monitored. Sustain epoch was set to 0
,batchsize changed from 4 to 16, exponential decay of 0.8 was
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also added. After doing this fine-tuning, our accuracy on train
and accuracy on test come to be 95.11% and 93.62%
respectively.

AS for the 'hockey fight' dataset presented in figure, accuracy

on test and train were 95.26% and 94.12% respectively. Also
losses on train and test 14.64% and 16.33%
respectively.Confusion Matrix of HF dataset is shown below.

precision,recall,f1-score all were 94% . ALong with that
MCC score was 88.24% and AUC was 98.39 %. ALI these

score suggest strong generalisation and no overfitting .

As for RLVS dataset presented in figure accuracy on test and
train were 95.11 and 93.62 respectively. losses of train and
test were 14.58% and 18.66% respectively.confusion matrix

is shown below.Below is the confusion Matrix of the model.
Best epoch was 33. Also, our model makes 9380 correct
predictions and 639 wrong predictions.Our model was
showing 94% of precision in detecting both violence as well
as non-violence class.F1 score of Non violence was recorded
to be 92%and for violence class it was 94% . 4% difference
in recall was seen where violence class show 95% of recall
and non violence show 92%. Our model make 9380 correct
prediction and 639 wrong predictions. model reflect very
good accuracy but a difference of 4% was seen in between
test loss and train loss.may be that can be because of our slight
more samples in violence class than non violence .

Although our model show very strong generalization and no
symptom of overfitting .
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Fig.3 Accuracy and losses for Hockey fight Dataset
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V1. CONCLUSION

' Detection of violent clashes and disruptive activity in video
footage is a significant research area. In our research, we have
created a system that can identify violent incidents within
video clips. Initially, all the frames are extracted from each

= segment of the video, followed by applying data

B B m B » augmentation methods to the frames. Then, the augmented
: frames are subsequently passed through the mobilentV/2-
Training and valldation accuracy ‘ LSTM model, utilizing transfer learning and hyperparameters

e RS e that improve the model's generalization. Apart from this, the

> model is coupled with a Telegram bot that sends notifications

‘ whenever violent frames are detected. With the progress in

Fin / technology, the model demonstrates how Al-based solutions

[ can be utilized towards improving public safety. Although the
| system has promising outcomes, there is still sufficient scope

( for improvement and enhancement. Future research can

oy

Figers nize G42480 with B Ases

vabdation

oesy | explore improvement in violent pattern detection, real-time
aseq | decision-making, and coupling with other upcoming
— : . technologies such as transformers. Through exploring these

e ' aspects, we are able to take the boundaries of innovation

Fig.5Accuracy and losses for RLVS Dataset ;thrltjr;sr ultimately resulting in safer communities and a safer
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