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Abstract—The real estate market is a standout the most 

attentive about pricing and keeps changing. The housing 

market is a champion among the most engaged with respect to 

valuing and continues to change. It is one of the superb fields 

to apply the thoughts of AI on instructions to improve and 

anticipate the expenses with high precision. There are three 

factors that impact the cost of a house which incorporates states 

of being, ideas and area. The current structure incorporates 

assessing the cost of houses with no assumptions for market 

costs and cost increase. The goal of the paper is to construct a 

predictive model for evaluating the cost based on the aspects 

that affect the price of houses.  

Keywords—Linear regression, Random Forest Regressor, 

XGBoost Regressor, SVM Regressor. 

I INTRODUCTION 

This paper refer together for predicting the house prices with 

different advanced regression algorithm for more accuracy. 

The main motivation of the project is to predict real estate 

pricing by using appropriate algorithm and finding which is 

more suitable for predicting the price with low error rate.  

Food, attire, and safe house are the fundamental 

requirements of life and its necessary. Thus housing is a 

main importance in human resource development of any 

economy. So in this article we try to demonstrate some 

regression techniques to predict real estate price. In this 

system uses some regression techniques like linear 

regression, support vector Machine regression, and boosting 

algorithms like Extreme Gradient Boost Regression 

(XGBoost). These models are used to build a predictive 

model, and for best performing model with more accuracy 

Here, the attempt is to develop a predictive model for 

evaluating the price of real estate based on different factors 

that affects the price. 

 

II Related Work 

Our main aim is to develop a model on predicting the house 

pricing with more accuracy as per the users requirement or 

their interests. Our model analyse different parameters 

according to their interest of customer and predict the ideal 

price. It uses Machine Learning technique known as 

Regression and their different algorithms.[6] 

Yu, Jiafu Wu. has predicted real estate prices using various 

regression techniques including Ridge, Random Forest 

regression and SVM regression, Naive Bayes, SVM 

classification, logistic regression and Random Forest 

classification. 

Nissan Pow, Emil Janulewicz and Liu “Applied Machine 

Learning Project for Prediction of real estate property prices 

in Montreal” They predicted selling prices as well as buying 

prices of real estate based on different features such as 

geographical location, number of rooms, living area, etc. It 

was able to predict geographical features like nearest police 

station ,fire station. They used Random Forest and method 

of KNN. 

Jiao Yang Wu “Housing Price prediction Using Support 

Vector Regression” used SVM regression to predict the 

housing prices with more accuracy. The prediction used 

various features like longitude, latitude, separate square feet 

area of each rooms. Ridge and Lasso were used for Feature 
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to select the most important features. Different models of 

SVR with Linear, Poly, RBF were created.[5] 

III PROPOSED SYSTEM 

Methods clarify all the basic steps taken into consideration 

to get the desired output. We took the Kaggle dataset of 

Boston then pre-processed the dataset to remove useless 

features and data. Analyzing the data before applying to 

algorithm. And used different regression algorithm like (XG 

Boost, SVM, Random forest) for the appraisal. We use 

different Machine Learning Algorithms and tested our 

system using different regression techniques. We carried out 

that with manual examples and this gave us great results in 

terms of accuracy while prediction.[6] 

A. Data Analysis 

Before giving the dataset or data to any model we have to 

assure that all given data is correct or accurate and ready to 

use. We analysed our dataset based on characteristics, 

features and their relation among the all related features. 

From the examination we found 

 

Fig1.Visualizing the differences between actual prices and 

predicted values. 

 

Fig 2. Checking Residuals 

 

Fig 3. Checking Normality of Errors 

 

Fig 4. Correlation Matrix 

Comparison of different regression model on our system to 

get more accurate result. 
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Fig 5. Evaluation of all models. 

B. Algorithm used 

 

i) Linear Regression 

Linear regression is the simple algorithm for prediction. 

It uses two things as variables which are the predictor 

variable and the variable which is the most crucial one 

first whether the predictor variable. 

These regression algorithm are used to explain the 

relationship between one dependent variable and one or 

more independent variables of model. 

ii) Random Forest Regression 

In Random forest regression multitude decision trees at 

training time and outputting the class that is the 

classification or regression of the individual trees.[6] 

The random forest regression comes under the type of 

ensemble learning. It works as a begging method in 

which we add several base learners to make a strong 

model.[3] 

iii) Support Vector Machine 

Support vector machines (SVM) are used for 

classification and regression analysis. It is best suited 

for regression as well as classification. SVM constructs 

hyperplanes or set of hyperplanes for performing 

classification and regression analysis. 

iv) XG Boost  Regressor 

XG Boost is comes under type of ensemble learning 

which needs to combine weak learners to from strong 

learners to increase accuracy of model. 

XG Boost is an advanced version of gradient boosting 

method and it uses to design large and complicated 

datasets.[3] 

 

IV FUTURE WORK 

This system can be helpful to many people once it 

deployed but this system uses limited amount of data 

and in future The dataset used is bound to get outdated 

after sometime due to several reasons such as changes 

in government rules, geographical changes in that area 

and therefore needs to be constantly updated. After 

sometime the given dataset will be out dated so its 

necessary to use updated data and many more advanced 

techniques for more result accuracy with low error rate. 

 

V CONCLUSION 

This paper predicts real estate properties prices using 

different machine learning methods, namely, support 

vector machine regression, random forest regression, 

XG Boost regressor and  linear regression for more 

accurate prediction. In this system we used Kaggle 

dataset of Boston. This system will satisfy customers by 

providing accurate output and preventing the risk of 

investing in the wrong house and to make right decision. 
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