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Abstract: With the rapid growth of digitalization and the increasing volume of data, the cybersecurity threat landscape is expanding at 

an alarming rate. Intrusion Detection Systems (IDS) have become crucial in conjunction with firewalls to safeguard networks from 

malicious activities. In this work, four well-known cybersecurity datasets—CIC IDS 2017, NSL KDD, KDD Cup, and CIC IDS 2018—

are employed to evaluate the effectiveness of various techniques for intrusion detection. Feature selection is performed using Mutual 

Information to enhance the relevance of selected features. Data sampling techniques are also explored, including Original Data, Random 

Under Sampling, Random Over Sampling, and a combination of both under and over-sampling to address data imbalance. To further 

improve the detection performance, a refined approach utilizing a Stacking Classifier combining Random Forest (RF) and Decision 

Tree (DT) with a Bagging Classifier is implemented. The results show that this approach achieves high performance across all datasets 

and sampling techniques, demonstrating its effectiveness in accurately detecting network intrusions in dynamic cybersecurity 

environments. 

“Index Terms – Incremental learning, network intrusion detection, machine learning, majority voting classifier, random sampling, 

Stacking classifier, Cyber Security”. 

1. INTRODUCTION 

Intrusion detection plays a pivotal role in the current 

cybersecurity landscape as the number of evolving attacks, 

such as Distributed Denial of Service (DDoS), ransomware, 

and advanced persistent threats (APTs), continues to grow on 

a daily basis [1], [2], [3]. These attacks have become more 

sophisticated, causing significant damage to organizations' 

digital infrastructure, financial systems, and sensitive data. As 

the cyber threat landscape evolves, traditional security 

mechanisms often struggle to cope with these new and 

adaptive threats. Therefore, security systems are in dire need 

of robust components that can effectively prevent potential 

attacks and safeguard network integrity [4]. Intrusion 

Detection Systems (IDS) have emerged as indispensable tools 

for protecting systems against unauthorized access and 

mitigating the risks associated with malicious activities, such 

as unauthorized network access and data exfiltration [5]. IDS 

are critical in ensuring that systems remain protected, 

continuously monitoring network traffic and identifying 

anomalies that may indicate an ongoing attack. 

To address these emerging threats, the field of intrusion 

detection has seen numerous studies employing both machine 

learning and deep learning approaches [6], [7], [8]. These 

studies have demonstrated favorable results in detecting a wide 

range of attack types, from common malware and phishing 

attacks to more sophisticated threats like zero-day exploits and 

APTs. Machine learning models, such as decision trees, 

support vector machines, and neural networks, have shown 

promise in identifying malicious activity by analyzing network 

traffic, user behaviors, and other system logs. Additionally, 

deep learning models, particularly those based on neural 

networks, have been used to extract high-level features from 

large-scale datasets and improve the classification of malicious 

activity. While these approaches offer enhanced detection 

capabilities, they also face significant challenges. Firstly, most 
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existing IDS systems are static, meaning they lack the ability 

to adapt and learn in real-time. This hinders their ability to 

detect new, previously unseen attack vectors, and necessitates 

expensive and time-consuming retraining processes to keep up 

with the evolving threat landscape. 

Another critical issue with current IDS is their reliance on 

large, labeled datasets for training, which can be both labor-

intensive and costly to obtain. Additionally, these datasets 

often require significant storage space, creating logistical 

challenges for organizations with limited resources. The need 

for such vast datasets can delay the deployment of effective 

intrusion detection systems, especially in environments with 

rapidly changing data distributions and attack patterns. These 

challenges emphasize the need for dynamic, resource-efficient 

intrusion detection approaches capable of handling emerging 

threats without requiring extensive labeling efforts or large-

scale data storage. In this context, incremental learning 

approaches have gained significant attention [10], [11] due to 

their ability to continuously learn and adapt without the need 

for a complete, ready-to-use dataset [12]. Incremental learning 

methods enable models to be initially trained with a small 

amount of data and updated as new data becomes available, 

offering a more flexible solution to the challenges of 

traditional IDS systems. This adaptability makes incremental 

learning particularly suitable for dynamic environments where 

both the nature of the data and the threats are continuously 

evolving. 

2. RELATED WORK 

A significant body of research has focused on advancing 

intrusion detection systems (IDS) to address the increasing 

complexity and volume of cybersecurity threats. M. Data and 

M. Aritsugi [13] proposed AB-HT, an ensemble incremental 

learning algorithm for IDS, which is designed to dynamically 

update and improve intrusion detection models without the 

need for retraining from scratch. The key feature of AB-HT is 

its ability to learn continuously from incoming data, making it 

adaptable to new and evolving attack patterns. This method 

integrates incremental learning with ensemble techniques, 

enhancing the system's detection capabilities while reducing 

computational costs and storage requirements. 

B. A. Tama and S. Lim [14] conducted a systematic mapping 

study to explore the role of ensemble learning in IDS. Their 

study highlights the potential of combining multiple classifiers 

to improve detection accuracy and robustness. By evaluating 

various ensemble methods across different benchmark 

datasets, they emphasize the effectiveness of models such as 

Random Forest and Adaboost, which improve the 

generalization capability of IDS by reducing bias and variance. 

This approach also offers resilience against overfitting, a 

common issue in cybersecurity applications where attacks 

often exhibit high variability. 

M. Torabi et al. [15] reviewed feature selection and ensemble 

techniques for IDS, underscoring the importance of identifying 

relevant features to optimize the performance of machine 

learning models. They discuss how feature selection methods, 

such as Information Gain and Chi-square, can be paired with 

ensemble learning algorithms like Random Forest and 

Bagging, leading to improved detection rates. The paper 

suggests that by reducing dimensionality, feature selection not 

only enhances computational efficiency but also improves the 

robustness of the detection system by focusing on the most 

influential attributes in attack data. 

A. M. Bamhdi, I. Abrar, and F. Masoodi [16] introduced an 

ensemble-based approach using majority voting for effective 

intrusion detection. In this framework, multiple classifiers are 

combined, and the final decision is made based on the majority 

vote from the individual models. The study demonstrates that 

this technique can achieve superior performance by leveraging 

the strengths of various classifiers such as K-Nearest 

Neighbors (KNN), Decision Trees, and Support Vector 

Machines (SVM). Majority voting helps mitigate the 

limitations of individual models, particularly in terms of false 

positive rates and detection accuracy. 

D. R. Patil and T. M. Pattewar [17] proposed a majority voting 

and feature selection-based IDS, which integrates a feature 

selection process with a voting mechanism for classification. 
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Their approach focuses on selecting a minimal but highly 

informative set of features to train a variety of classifiers, 

followed by a voting strategy to make the final decision. This 

hybrid method aims to improve the scalability and adaptability 

of IDS by reducing the data and model complexity while 

maintaining high detection performance. It also enhances real-

time learning capabilities, a key requirement for IDS to handle 

new types of attacks without large retraining efforts. 

H. Xu and Y. Wang [18] introduced a continual few-shot 

learning method for IDS using meta-learning techniques. This 

approach is particularly useful in environments where labeled 

data is scarce or constantly evolving. The system learns to 

detect novel attacks by leveraging a small number of labeled 

examples, significantly reducing the need for large datasets. 

Meta-learning helps the system generalize better to new, 

unseen attack types by learning from a small number of 

training instances, thereby addressing the challenge of data 

scarcity in real-time intrusion detection. 

T. Wang et al. [19] proposed a few-shot class-incremental 

learning approach for IDS, focusing on the ability of the model 

to learn and adapt incrementally from small sets of labeled 

data. This approach is particularly beneficial for detecting 

emerging attack types where there is little available training 

data. The system can continuously update itself as new attack 

data becomes available, ensuring that it stays current with 

evolving threat landscapes. This methodology enhances the 

flexibility and scalability of IDS, making it suitable for real-

world applications where the nature of threats constantly 

changes. 

J. Zheng et al. [20] developed an ensemble learning-based two-

level network intrusion detection method, which integrates 

multiple classifiers in two stages to improve detection 

accuracy. The first level consists of a set of base classifiers that 

operate independently to make initial predictions, while the 

second level involves combining these predictions through a 

meta-classifier to make the final decision. This layered 

approach boosts performance by incorporating diversity in the 

classifiers and making the final model more robust to different 

attack types. 

In summary, these studies contribute significantly to the 

development of more adaptable, accurate, and efficient 

intrusion detection systems. They highlight the importance of 

incremental learning, ensemble techniques, feature selection, 

and few-shot learning for enhancing IDS performance in 

dynamic and evolving cybersecurity environments. The 

combination of these approaches provides a promising 

direction for creating IDS that can effectively handle the 

increasing complexity of modern cyber threats. 

3. MATERIALS AND METHODS 

The proposed system aims to enhance intrusion detection 

capabilities by evaluating various machine learning algorithms 

on well-known cybersecurity datasets, including CIC IDS 

2017 [17], NSL KDD [21], KDD Cup [17], and CIC IDS 2018 

[8]. Feature selection [15] is carried out using Mutual 

Information to ensure the most relevant features are utilized 

for training. Data sampling techniques, such as Original Data, 

Random Under Sampling, Random Over Sampling, and a 

combination of under and over-sampling, are applied to 

address class imbalance. The system incorporates several 

machine learning algorithms, including K-Nearest Neighbors 

(KNN) [6], Softmax Logistic Regression (LR) [7], Random 

Forest (RF) [8], HAT/Decision Tree (DT), and a Voting 

Classifier that combines KNN, LR, RF, and DT to boost 

classification performance. Additionally, a Stacking Classifier 

combining RF and DT with a Bagging Classifier is used to 

improve predictive accuracy. This comprehensive approach 

aims to optimize network intrusion detection across various 

datasets and sampling techniques, providing a robust solution 

for cybersecurity. 
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Fig.1 Proposed Architecture 

This system (fig. 1) processes four datasets (CIC IDS 2017, 

NSL-KDD, KDD Cup, and CIC IDS 2018) through data 

cleaning and visualization. Label encoding prepares data for 

feature extraction and selection. Four sampling techniques 

create training and testing sets. Models (KNN, Softmax LR, 

RF, DT, Voting Classifier and Stacking Classifier) are trained 

and evaluated using performance metrics (Accuracy, 

Precision, Recall, F1-Score). 

i) Dataset Collection: 

a) CIC IDS 2017: 

The dataset used for this project is the CIC IDS 2017 [17], 

which contains 2,044,217 entries with 78 features, capturing 

network traffic data such as packet lengths, flow statistics, and 

flag counts. After feature selection, the dataset was reduced to 

44,697 entries and 20 relevant features. The "Label" column 

indicates whether a sample corresponds to a specific type of 

intrusion or attack, making it suitable for intrusion detection 

system (IDS) analysis. 

 

Fig.2 Dataset Collection Table - CICIDS2017 

b) NSL-KDD: 

The NSL-KDD [21] dataset, containing 125,972 entries with 

43 features, is a benchmark dataset for intrusion detection 

systems. It includes features such as protocol type, service, 

flag, source and destination bytes, and various traffic statistics. 

After feature selection, the dataset is reduced to 26,047 entries 

with 11 significant features, including "attack" as the target 

label. It is widely used for evaluating anomaly detection and 

network intrusion classification methods. 

 

Fig.3 Dataset Collection Table – NSL-KDD 

c) KDD Cup: 

The KDD Cup [17] dataset consists of 125,973 entries with 42 

features, used for intrusion detection in networks. It includes 

attributes like protocol type, service, flag, and traffic details. 

After feature selection, it is reduced to 26,047 entries with 11 

critical features, including "labels" as the target. This dataset 

is widely employed for evaluating machine learning models in 

anomaly detection and intrusion prevention systems. 

 

Fig.4 Dataset Collection Table - KDDCUP 

d) CIC IDS 2018: 

The CIC IDS 2018 dataset [8] contains 3,550,129 entries and 

78 features, designed for analyzing network traffic and 

detecting intrusions. Key features include packet lengths, flow 

durations, and flag counts. After feature selection, it is reduced 

to 30,594 entries with 20 essential features, including "Label" 

as the target. This dataset is widely used in machine learning 

research for building robust intrusion detection systems, 

focusing on performance optimization and attack pattern 

recognition. 
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Fig.5 Dataset Collection Table - CICIDS2018 

ii) Pre-Processing: 

In the pre-processing step, we focus on preparing the dataset 

for modeling. This includes cleaning the data, visualizing key 

relationships, encoding categorical labels, performing feature 

extraction and sampling techniques to ensure high-quality 

input for the prediction model. 

a) Data Processing: The data preprocessing involves handling 

missing and duplicate entries. Initially, the dataset is assessed 

for null values, which are then removed to ensure the data 

remains clean and complete. Duplicate entries are identified to 

eliminate redundancy and prevent bias in analysis. By 

carefully addressing both issues, the dataset is refined for 

consistency and accuracy, supporting more reliable and 

efficient machine learning model training. These steps 

enhance data quality, ensuring robust outcomes in subsequent 

analysis and predictions. 

b) Data Visualization: The data visualization focuses on 

analyzing the distribution of the target variable, providing 

insights into the balance between the classes within the dataset. 

By presenting the counts of each class, it helps identify any 

potential class imbalance, which is critical for ensuring fair 

and effective machine learning model training. Understanding 

the representation of each target class aids in evaluating the 

dataset's characteristics, guiding strategies such as resampling 

or adjusting evaluation metrics to enhance the model's 

performance on imbalanced data. 

c) Label Encoding: Label encoding is applied to transform 

categorical variables into numerical values, making them 

suitable for machine learning algorithms. In this process, the 

target variable, along with other categorical features like 

protocol type, service, and flag, are converted into integer 

representations. This technique assigns a unique integer to 

each category, facilitating the model's ability to handle these 

variables. By encoding categorical data, the dataset is prepared 

for more efficient processing, improving model compatibility 

and performance, especially when dealing with algorithms that 

require numerical inputs. 

d) Feature Extraction: Feature extraction involves selecting 

the relevant input data (X) and the target variable (y) from the 

dataset. In this case, the features are extracted by removing the 

'labels' column from the data, which is the target variable, 

while the remaining columns are stored as input features (X). 

The target variable (y) is then set as the 'labels' column, which 

the model will predict. 

e) Feature Selection: Feature selection using mutual 

information helps identify the most relevant features for the 

prediction task. In this process [15], the mutual information 

classifier evaluates the relationship between each feature and 

the target variable. By using the SelectPercentile method, the 

top 25% of features with the highest mutual information scores 

are selected. The selected features are then transformed into a 

reduced dataset, and the relevant columns are extracted and 

listed, ensuring that only the most informative features are 

retained for model training. 

f) Sampling the data: Sampling the data involves modifying 

the dataset to address class imbalances. The original data is 

examined first to assess the distribution. Random under-

sampling reduces the majority class by randomly removing 

instances, while random over-sampling increases the minority 

class by duplicating instances. Combining both techniques 

creates a balanced dataset by adjusting both classes, ensuring 

that the model receives an equal representation of each class. 

This approach helps improve the model’s ability to learn from 

both classes without being biased toward the majority class. 

iii) Training & Testing: 

The dataset is divided into training and testing sets to evaluate 

the model's performance. A portion of the data, typically 20%, 

is reserved for testing, while the remaining 80% is used for 
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training the model. This split ensures that the model learns 

patterns from the majority of the data while being tested on 

unseen examples to assess its generalization capability. The 

random state is fixed to maintain consistency in the data 

partitioning across different runs of the model. 

iv) Algorithms: 

KNN: K-Nearest Neighbors is applied to classify data based 

on the proximity of feature values to labeled examples. It [6] 

helps detect patterns and classify instances by majority voting 

from the nearest neighbors. 

Softmax LR: Softmax Logistic Regression is used to handle 

multiclass classification [7], transforming logits into 

probability distributions, enabling the model to predict the 

likelihood of each class. 

Random Forest: A decision tree [8] ensemble method that 

aggregates multiple trees to improve accuracy, robustness, and 

handle overfitting. It is used for reliable classification and 

feature importance evaluation. 

HAT/DecisionTree: Decision Tree or Hierarchical 

Agglomerative Tree (HAT) is utilized for classification tasks, 

providing an interpretable, tree-based model that splits data 

based on feature thresholds. 

Voting Classifier: A combination of KNN, LR, RF, and DT, 

where each model votes and the class with the most votes is 

selected. This ensemble approach improves classification 

performance by combining strengths of different models. 

Stacking Classifier: A meta-model built from RF and DT 

with Bagging Classifier, which leverages predictions from 

base learners to improve accuracy. It allows the model to 

correct biases and errors made by individual classifiers. 

4. RESULTS & DISCUSSION 

Accuracy: The accuracy of a test is its ability to differentiate 

the patient and healthy cases correctly. To estimate the 

accuracy of a test, we should calculate the proportion of true 

positive and true negative in all evaluated cases. 

Mathematically, this can be stated as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + FP + TN + FN
(1) 

Precision: Precision evaluates the fraction of correctly 

classified instances or samples among the ones classified as 

positives. Thus, the formula to calculate the precision is given 

by: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
True Positive

True Positive + False Positive
(2) 

Recall: Recall is a metric in machine learning that measures 

the ability of a model to identify all relevant instances of a 

particular class. It is the ratio of correctly predicted positive 

observations to the total actual positives, providing insights 

into a model's completeness in capturing instances of a given 

class. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP +  FN
(3) 

F1-Score: F1 score is a machine learning evaluation metric 

that measures a model's accuracy. It combines the precision 

and recall scores of a model. The accuracy metric computes 

how many times a model made a correct prediction across the 

entire dataset. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 X 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
∗ 100(1) 

The below tables (1.1 to 1.4) present the performance evaluation of various machine learning models on the 

CICIDS2017 dataset and multiple sampling techniques. The results show that the Stacking Classifier achieved the 

highest accuracy across all sampling techniques.

Table.1.1 Performance Evaluation for Original Data – CICIDS2017 

http://www.ijsrem.com/
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ML Model Accuracy Precision Recall F1 Score 

KNN 0.920 0.921 0.920 0.920 

Softmax LR 0.304 0.661 0.304 0.404 

RandomForest 0.977 0.984 0.977 0.979 

HAT/DecisionTree 0.970 0.975 0.970 0.972 

Majority Voting 0.972 0.976 0.972 0.974 

Stacking Classifier 0.979 0.992 0.979 0.984 

 

Table.1.2 Performance Evaluation for Random UnderSampling – CICIDS2017 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.795 0.797 0.795 0.796 

Softmax LR 0.331 0.653 0.331 0.424 

RandomForest 0.866 0.868 0.866 0.867 

HAT/DecisionTree 0.840 0.930 0.840 0.864 

Majority Voting 0.863 0.874 0.863 0.866 

Stacking Classifier 0.913 0.929 0.913 0.915 

Table.1.3 Performance Evaluation for Random Over Sampling – CICIDS2017 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.958 0.958 0.958 0.958 

Softmax LR 0.198 0.620 0.198 0.275 

RandomForest 0.938 0.951 0.938 0.939 

HAT/DecisionTree 0.941 0.947 0.941 0.941 

Majority Voting 0.942 0.954 0.942 0.943 

Stacking Classifier 0.952 0.957 0.952 0.952 

Table.1.4 Performance Evaluation for Random Under/Over Sampling (Combine) – CICIDS2017 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.993 0.993 0.993 0.993 

Softmax LR 0.331 0.676 0.331 0.404 

RandomForest 0.989 0.989 0.989 0.989 

HAT/DecisionTree 0.960 0.966 0.960 0.961 

Majority Voting 0.995 0.995 0.995 0.995 

Stacking Classifier 0.994 0.994 0.994 0.994 

In tables (2.1 to 2.4), the performance analysis of multiple machine learning models on the CICIDS2018 dataset. The findings indicate 

that the Stacking Classifier consistently achieved the highest accuracy across all data sampling methods. 

Table.2.1 Performance Evaluation for Original Data – CICIDS2018 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.903 0.903 0.903 0.903 

Softmax LR 0.470 0.650 0.470 0.529 

RandomForest 0.940 0.944 0.940 0.941 
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HAT/DecisionTree 0.930 0.931 0.930 0.930 

Majority Voting 0.929 0.935 0.929 0.929 

Stacking Classifier 0.948 0.950 0.948 0.948 

Table.2.2 Performance Evaluation for Random UnderSampling – CICIDS2018 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.784 0.804 0.784 0.783 

Softmax LR 0.392 0.653 0.392 0.434 

RandomForest 0.922 0.938 0.922 0.921 

HAT/DecisionTree 0.647 0.850 0.647 0.664 

Majority Voting 0.863 0.901 0.863 0.862 

Stacking Classifier 0.961 0.964 0.961 0.960 

Table.2.3 Performance Evaluation for Random Over Sampling – CICIDS2018 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.939 0.939 0.939 0.939 

Softmax LR 0.423 0.672 0.423 0.471 

RandomForest 0.959 0.962 0.959 0.959 

HAT/DecisionTree 0.867 0.896 0.867 0.867 

Majority Voting 0.954 0.957 0.954 0.954 

Stacking Classifier 0.953 0.954 0.953 0.953 

Table.2.4 Performance Evaluation for Random Under/Over Sampling (Combine) – CICIDS2018 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.995 0.995 0.995 0.995 

Softmax LR 0.429 0.568 0.429 0.453 

RandomForest 0.997 0.997 0.997 0.997 

HAT/DecisionTree 0.996 0.996 0.996 0.996 

Majority Voting 0.996 0.996 0.996 0.996 

Stacking Classifier 0.996 0.996 0.996 0.996 

The tables (3.1 to 3.4) presents the performance evaluation of several machine learning models on the KDD Cup dataset. The results 

highlight that the Stacking Classifier achieved the highest accuracy across all data sampling strategies. 

Table.3.1 Performance Evaluation for Original Data – KDDCUP 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.981 0.981 0.981 0.981 

Softmax LR 0.730 0.937 0.730 0.820 

RandomForest 0.995 0.995 0.995 0.995 

HAT/DecisionTree 0.986 0.986 0.986 0.986 

Majority Voting 0.991 0.991 0.991 0.991 

Stacking Classifier 0.997 0.998 0.997 0.997 

Table.3.2 Performance Evaluation for Random UnderSampling – KDDCUP 
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ML Model Accuracy Precision Recall F1 Score 

KNN 0.846 0.851 0.846 0.848 

Softmax LR 0.404 0.942 0.404 0.530 

RandomForest 0.942 0.946 0.942 0.942 

HAT/DecisionTree 0.865 0.887 0.865 0.867 

Majority Voting 0.923 0.929 0.923 0.924 

Stacking Classifier 0.981 0.983 0.981 0.981 

Table.3.3 Performance Evaluation for Random Over Sampling – KDDCUP 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.989 0.989 0.989 0.989 

Softmax LR 0.372 0.604 0.372 0.447 

RandomForest 0.998 0.998 0.998 0.998 

HAT/DecisionTree 0.994 0.994 0.994 0.994 

Majority Voting 0.996 0.996 0.996 0.996 

Stacking Classifier 0.999 0.999 0.999 0.999 

Table.3.4 Performance Evaluation for Random Under/Over Sampling (Combine) – KDDCUP 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.997 0.997 0.997 0.997 

Softmax LR 0.386 0.584 0.386 0.463 

RandomForest 0.999 0.999 0.999 0.999 

HAT/DecisionTree 0.992 0.992 0.992 0.992 

Majority Voting 0.998 0.998 0.998 0.998 

Stacking Classifier 1.000 1.000 1.000 1.000 

The tables (4.1 to 4.4) display the performance assessment of various machine learning models on the NSL-KDD dataset. The findings 

indicate that the Stacking Classifier delivered the highest accuracy across all sampling methods. 

Table.4.1 Performance Evaluation for Original Data – NSL-KDD 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.981 0.981 0.981 0.981 

Softmax LR 0.712 0.916 0.712 0.800 

RandomForest 0.994 0.994 0.994 0.994 

HAT/DecisionTree 0.988 0.988 0.988 0.988 

Majority Voting 0.988 0.989 0.988 0.989 

Stacking Classifier 0.993 0.993 0.993 0.993 

Table.4.2 Performance Evaluation for Random UnderSampling – NSL-KDD 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.846 0.843 0.846 0.841 

Softmax LR 0.558 0.692 0.558 0.587 

RandomForest 0.923 0.928 0.923 0.923 

HAT/DecisionTree 0.981 0.982 0.981 0.981 

Majority Voting 0.885 0.883 0.885 0.883 

Stacking Classifier 0.904 0.909 0.904 0.903 
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Table.4.3 Performance Evaluation for Random Over Sampling – NSL-KDD 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.989 0.989 0.989 0.989 

Softmax LR 0.396 0.652 0.396 0.486 

RandomForest 0.998 0.998 0.998 0.998 

HAT/DecisionTree 0.991 0.991 0.991 0.991 

Majority Voting 0.995 0.995 0.995 0.995 

Stacking Classifier 0.999 0.999 0.999 0.999 

Table.4.4 Performance Evaluation for Random Under/Over Sampling (Combine) – NSL-KDD 

ML Model Accuracy Precision Recall F1 Score 

KNN 0.998 0.998 0.998 0.998 

Softmax LR 0.403 0.617 0.403 0.485 

RandomForest 0.998 0.998 0.998 0.998 

HAT/DecisionTree 0.995 0.995 0.995 0.995 

Majority Voting 0.997 0.997 0.997 0.997 

Stacking Classifier 1.000 1.000 1.000 1.000 

The accuracy is represented in blue, precision in orange, recall in gray, and F1-score in yellow in Graphs (1.1 to 1.4). Compared to 

other models, the Stacking Classifier demonstrates superior performance across all sampling techniques, achieving the highest values. 

These results are visually represented in the graphs above, which are based on the CICIDS 2017 dataset.. 

Graph.1.1 Comparison Graphs for Original Data – CICIDS2017 

 

Graph.1.2 Comparison Graphs for Random UnderSampling – CICIDS2017 
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Graph.1.3 Comparison Graphs for Random Over Sampling – CICIDS2017 

 

Graph.1.4 Comparison Graphs for Random Under/Over Sampling (Combine) – CICIDS2017 
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In Graphs (2.1 to 2.4), accuracy is depicted in blue, precision in orange, recall in gray, and F1-score in yellow. The Stacking Classifier 

outperforms all other models across every sampling technique, consistently achieving the highest metrics. These outcomes are 

illustrated in the graphs above, which correspond to the CICIDS 2018 dataset. 

Graph.2.1 Comparison Graphs for Original Data – CICIDS2018 

 

Graph.2.2 Comparison Graphs for Random UnderSampling – CICIDS2018 

 

Graph.2.3 Comparison Graphs for Random Over Sampling – CICIDS2018 
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Graph.2.4 Comparison Graphs for Random Under/Over Sampling (Combine) – CICIDS2018 

 

In (Graphs 3.1 to 3.4), the metrics are represented with accuracy in blue, precision in orange, recall in gray, and F1-score in yellow. 

Across all sampling techniques, the Stacking Classifier consistently achieves the best performance, surpassing the other models. These 

results are clearly shown in the graphs, which are based on the KDD Cup dataset. 

Graph.3.1 Comparison Graphs for Original Data – KDDCUP 
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Graph.3.2 Comparison Graphs for Random UnderSampling – KDDCUP 

 

Graph.3.3 Comparison Graphs for Random Over Sampling – KDDCUP 

 

Graph.3.4 Comparison Graphs for Random Under/Over Sampling (Combine) – KDDCUP 
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The NSL-KDD dataset Graphs (4.1 to 4.4), where accuracy is shown in blue, precision in orange, recall in gray, and F1-score in 

yellow. Among all the models tested, the Stacking Classifier stands out, delivering the highest performance across every sampling 

method. This trend is visually represented in the below graphs. 

Graph.4.1 Comparison Graphs for Original Data – NSL-KDD 

 

Graph.4.2 Comparison Graphs for Random UnderSampling – NSL-KDD 
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Graph.4.3 Comparison Graphs for Random Over Sampling – NSL-KDD 

 

Graph.4.4 Comparison Graphs for Random Under/Over Sampling (Combine) – NSL-KDD 
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Accuracy is represented in blue, precision in orange, recall in gray, and F1-Score in yellow, Graph (1.1 to 4.4). In comparison to the 

other models, the Stacking Classifier shows superior performance across all metrics, achieving the highest values. The graphs above 

visually illustrate these findings. 

5. CONCLUSION 

In conclusion, this study demonstrates the significant 

potential of advanced machine learning techniques in 

improving Intrusion Detection Systems (IDS) for network 

security. By utilizing four widely recognized cybersecurity 

datasets—CIC IDS 2017 [17], NSL KDD [21], KDD Cup 

[17], and CIC IDS 2018 [8]—we have effectively evaluated 

various approaches for intrusion detection. The application of 

feature selection [15] via Mutual Information proved to be 

beneficial in reducing irrelevant features, thereby enhancing 

model performance. Furthermore, the exploration of data 

sampling techniques, including Random Under Sampling, 

Random Over Sampling, and a combination of both, 

effectively addressed data imbalance issues, ensuring more 

reliable predictions. The implementation of a Stacking 

Classifier, which combines the strengths of Random Forest 

and Decision Tree models with a Bagging Classifier, 

demonstrated superior performance in accurately detecting 

intrusions. This approach consistently outperformed other 

methods across all datasets, showcasing its robustness and 

adaptability in dynamic cybersecurity environments. The 

results underscore the importance of integrating multiple 

strategies, such as feature selection, data sampling, and 

ensemble learning, to develop effective IDS solutions capable 

of detecting evolving threats in real-time network traffic. 

Future work could focus on enhancing the performance of 

IDS by incorporating more advanced feature selection 

methods, exploring deep learning models for anomaly 

detection, and evaluating additional datasets for broader 

generalization. Additionally, investigating the use of real-

time data streaming and online learning algorithms could 

improve IDS responsiveness to emerging threats. 

Furthermore, integrating threat intelligence feeds and 

developing hybrid systems combining multiple ensemble 

techniques may lead to even more robust and accurate 

intrusion detection capabilities, adapting to evolving 

cybersecurity challenges. 
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