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Abstract - Load balancing technique is used to distribute the 

work equally into the number of nodes. This is used to allocate 

the workload to different server and provides fast service. The 

main goal is to balance and schedule the load equality among the 

nodes suit such that no nodes will be on or under the situation. 

Load balancing is used to do proper utilization of resources and 

better user satisfaction. For the heavy traffic on sites or server 

we have to use the containerization. Containerization method is 

an OS level virtualization used to display and run different 

application without initiating an entire virtual machine for each 

app. It means that when you want to run the some application on 

another machine then we have to install all the packages and 

libraries on that machine. To avoid this problem we can use 

containerization, In one container we can install all the packages 

and libraries which are needed for that application and build OS 

level virtualization using Docker by creating images of 

container. So we can use this image on any machine without any 

additional resources or equipment’s. Containerization works 

with micro services and distributed application, as each 

container operates to identify other host and uses minimal 

resource from the host. This paper contains different methods 

and algorithm to resolve the complication of load balancing and 

task scheduling. 
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1.INTRODUCTION  

 
Load balancing is a computer networking method to 

balance the load on multiple computers or multiple server 

instances. Load balancing offers a way to make the right use of 

resources and better user satisfaction. The main objective is to 

balance and schedule the equality of load between the nodes that 

no nodes should be on or in the under situation. 

Load balancing handles the incoming request from users for 

information and other services. Load balancing provides a way 

of achieving the proper utilization of resources and better user 

satisfaction. 

To schedule and balance the load on server, when multiple 

request are arrives, the server is able to handle the multiple 

requests and provide same service to the all request. We can 

solve this problem to schedule the load on server, In that when 

we know there is load on server then we can up the instances of 

server which will help to provide the services to all incoming 

request. 

The two main type of methods provided by load balancing are 

static and dynamic. Containerization is the key technology that 

allows the simultaneous execution of diverse tasks and micro 

services over a shared hardware platform. 

“Containerization” is a portable operating system level 

virtualization method which runs and deploy without initiating 

an entire machine for each app. 

 It means that when we want to execute same project on 

difference OS then there is no need to install all package which 

are required for run the entire project. That’s why we use 

containerization which contains all the required material in it. 

The most common tool for containerization is Docker, 

specifically it is the open source engine which is based on 

globally runtime environment.  

2. Proposed System 

Our system consist load balancer, multiple instances of server 

machine and client connected to the balancer, as shown in the 

fig. load balancer connects multiple instances and communicate 

with database. There are multiple requests from the multiple 

users to access the same site at a time then load of site is 

increased and particular server goes down it means the heavy 

traffic on the site. Most of time particular sites will be loaded 

due to multiple requests. So there is load on server and server 

unable to provide services to all users at a time. To avoid this 

problem we use load balancer to handle such load by using 

scaling algorithms, by creating the multiple instances of server 

machine using Docker and distribute the load on different 

instances. To distribute the work we use the weighted algorithm 
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using NGINX. In general, all users get served faster due to 

scaling the instances horizontally for given particular time when 

there is no need of instances for balancing the load then the 

instances of server goes down statically. In this way we achieve 

the proper utilization of resources and better throughput with 

user satisfaction. 

 
Fig -1: Architecture Diagram   

 

Docker: 

Docker is an open platform for developing, 

transforming, and running applications.  Docker enables 

us to split our applications from our framework so we can 

deliver software quickly. Docker provides the capability to 

package and run an application in a generally isolated 

surrounding called a container. The isolation and security 

allow run many containers simultaneously on a given 

host. Containers are lightweight because they don’t need 

the extra load of a hypervisor, but run directly within the 

host machine’s kernel. This means we can run more 

containers on a given hardware consolidation than if you 

were using virtual machines. Docker containers run within 

host machines that are genuinely virtual machines. 

Docker provide security to application, security is 

implemented by means of isolation and encryption. The 

Docker Engine also control host firewall rules which 

restricts to access between different networks and which 

also manage ports for containers. Since all of this is 

maintained by the Docker Engine itself, it switches 

dynamically according to tasks, services and networks 

that are created inside of the cluster. 

Docker’s portability and lightweight nature also make it 

easy to dynamically manage workloads, scaling up or split 

down applications and services as business needs 

direction, in near real time 

 
Fig -2: Docker and Containerization 

 

Generally load balancing is used such algorithm to 

handle the load of the sites which is least connected, 

weighted load balancing, round robin algorithm. 

Round robin algorithm 

This algorithm is the scheduling load algorithm. 

The processor will be distributed into the equally for each 

process. It means that same time allocated to each process 

because of that no other process can wait for the processor 

to complete its execution. Processes are partitioned 

between all processor in such way that the work load 

between processer is distributed equally. This algorithm to 

provide the service at a compile time, each process will be 

executed with in a particular time slices. 

Least connected load balancing 

Another load balancing algorithm is least-

connected. Least-connected allows controlling the load on 

application instances more fairly in a situation when some 

of the requests take longer time to complete. With the 

least-connected load balancing, NGINX will try not to 

overload a busy application server with excessive requests, 

distributing the new requests to a less busy server instead. 

Least-connected load balancing in NGINX is activated 

when the least-connected directive is used as part of the 

server group configuration: 

upstream myapp1 { 

least_conn; 

server srv1.example.com; 

server srv2.example.com; 

server srv3.example.com; 

} 
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Weighted load balancing 

It is also possible to influence NGINX load 

balancing algorithms even further by using server weights. 

In the examples above, the server weights are not 

configured which means that all specified servers are 

treated as equally qualified for a particular load balancing 

method. With the round-robin in particular it also means a 

more or less equal distribution of requests across the 

servers are provided there are enough requests, and when 

the requests are processed in a uniform manner and 

completed fast enough. When the weight parameter is 

specified for a server, the weight is accounted as part of 

the load balancing decision. 

upstream myapp1 { 

server srv1.example.com weight=3; 

server srv2.example.com; 

server srv3.example.com; 

} 

 With this above configuration, every 5 new 

requests will be distributed across the application instances 

as following: 3 request will be directed to srv1, one request 

will go to srv2, and another one to srv3. It is similarly 

possible to use weights with the least-connected and ip-

hash load balancing is the recent version of NGINX. 

 
Fig -3: Difference between Virtual machine and Docker 

Horizontal Scaling: 

 Horizontal scaling is to perform the operation 

horizontally in that we use NGINX, something that is 

parallel to the horizon. Horizontal scaling affords the 

ability to scale expanded to deal with traffic. It is the 

ability to connect multiple hardware or software entities, 

such as servers, so that they work as a single logical unit. 

 Horizontal scaling means scaling out. Horizontal 

scalability can be achieved with the help of clustering, 

distributed file system, load – balancing. 

 
Fig -4: Horizontal scaling 

Result: 

 Below table show the memory uses of existing system 

and proposed system. CPU is the most important factor to 

measure the server load. So we used CPU uses to represent the 

server load. CPU uses of this system measures when the requests 

are 1000 per second. For existing system and proposed system, 

CPU utilization of server is unequal. Since the proposed load 

balancing algorithm can make servers to balance the load almost 

even among the servers. This yields a better resource scheduling 

ability to avoid unbalanced load among the servers. Hence, 

overall resource utilization of the network is improved. 

 

Table -1 Results 

 

Content Existing system Proposed system 

CPU uses 31.4% 22.20% 

Memory uses 29MB 19MB 

 

 
Fig -5: Result with existing system 
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Fig -6: Result with proposed system 

Conclusion: 

  Load balancing not only handles the load on the 

server but also provides concurrent access to multiple 

request and also increase the performance of server. In this 

paper we proposed a system for balancing and schedule 

the load equality among the nodes by using Docker and 

containerization. When there is load on the particular site 

then to avoid this problem the load is distributed among 

the multiple instances of the server by using weighted 

algorithm with the help of NGINX and improve the 

performance within the time period. If one server fails 

others are available to ensure. By using Docker we can 

utilize the CPU and resources. 
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