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Abstarct: 

One of the main responsibilities of NLP  is sentiment analysis or opinion mining. In recent days, sentiment 

analysis has received a lot of preference.  

The goal of this study is to address the topic of sentiment polarity categorization, which is a difficult problem 

to solve the most basic problems in sentiment analysis a general method for With extensive process 

descriptions, sentiment polarity categorization is proposed Data. 

 product reviews from Amazon were used in this investigation. Experiment both sentence-level and review-

level categorization are taken out. 

with good results Finally, we provide some record into  future work on 

Analysis of how people feel. 
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Sentiment analysis; polarity separation of emotions; nlp reviews; processing. 

 

Introduction: 

Sentiment is a feeling-driven attitude, idea, or judgement. Sentiment analysis ,  known as opinion mining, is 

the study of people's feelings about certain things.. From a user's view, they can submit their  content on 

multiple social networking platforms. 

 

Forums, microblogs, and online social networking sites are examples. Many social media networks make their 

APIs available to researchers , 

encouraging researchers and developers to acquire and analyse data For example, Twitter presently offers 

three API versions , notably the REST API, the SOAP API, and the Graph API. 

 Both the Search API and the Streaming API are available. The REST API allows developers to get status 

statistics and user information, while the Search API allows them to look up specific Twitter accounts. 

On the other hand, the Streaming API can capture Twitter content in real time. Developers can also combine 

APIs to build their own apps. As a result, public opinion has shifted. Analysis looks to have a solid foundation 

thanks to the usage of large amounts of web data. 

However, there are a number of drawbacks to using this type of internet data for sentiment research. People 

are free to contribute their own stuff, which is the first flaw. 

The quality of their views, however, cannot be assured. Instead of, for example, Online spammers post spam 

on forums to share topic-related opinions. Some spam is unavoidable. 

http://www.ijsrem.com/
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utterly meaningless, Others, on the other hand, have irrelevant or phoney opinions. 

. The second issue is that such internet data does not mandatorily have a ground truth. 

A ground truth is  like a label for a particular view, indicating if or not the view is valid. 

Positive, negative, or neutral are the three options. 

                                        

datasets with ground truth that are also open to the public. There are 1.6 million machine-tagged Twitter 

messages in the corpus. Each communication is assigned a tag based on the emoticons (positive or negative) 

found inside it. 

The data in this paper comes from a set of product reviews collected between February and April 2014 on 

Amazon . The issues listed above have been partially addressed in the following two ways: Before a product 

review can be published, it must first pass inspection. Second, each review must provide a rating that may be 

used as the basis for comparison. The ranking is based on a five-star system, with five stars being the highest 

and one star being the lowest (Figure 1). 

This work focuses on sentiment polarity categorization , which is a key challenge in sentiment analysis. Figure 

2 is a flowchart that shows the outline of this paper as well as our proposed categorization process. The 

majority of our contributions are in Phases 2 and 3. In Phase 2, 1) an algorithm for identifying negation phrases 

is proposed and implemented; 2) a mathematical approach for sentiment score computation is proposed; and 

3) a feature vector generation method for sentiment polarity categorization is presented. Phase 3: 1) Two 

sentiment polarity categorization experiments are conducted at the phrase and review levels, respectively; 2) 

The performance of three classification models is evaluated and compared using the experimental findings. 

http://www.ijsrem.com/
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The following is how the rest of the paper is structured: We present a brief discussion of some relevant 

sentiment analysis work in the section 'Background and literature review.' 

In the 'Methods' section, the software package and classification models utilised in this work are described. 

The section 'Background and literature review' proposes our thorough techniques to sentiment analysis. The 

findings of the experiments are reported in the section titled "Results and Discussion." The section 'Review-

level categorization' contains discussion and future development. The 'Conclusion' section brings the paper to 

a close. 

Review of the background and literature: 

The categorization of sentiment polarity is a fundamental problem in sentiment analysis . The task is to 

categorise a piece of written language into one of two sentiment polarities: positive or negative (or neutral). 

There are three stages of emotion polarity categorization, depending on the breadth of the text: document level, 

sentence level, and entity and aspect level [26]. The document level is concerned with whether a document 

communicates negative or positive sentiment as a whole, whereas the sentence level is concerned with the 

sentiment categorization of each sentence; the entity and aspect level then focuses on what people like or 

dislike from their perspectives. 

Since several reviews of sentiment analysis work have already been published , we will simply examine some 

past work in this area, on which our research is mostly based. Based on customer reviews, Hu and Liu  

summarised a list of positive terms and a list of negative words, respectively. There are 2006 words on the 

good list and 4783 terms on the negative list. Both lists also include some commonly misspelt words found in 

social media posts. Sentiment categorization is a classification problem in which features containing views or 

sentiment information must be found prior to classification. Pang and Lee [5] suggested removing objective 

statements and isolating subjective ones for feature selection. They presented a text-categorization technique 

that uses the minimum cut to identify subjective content. Gann et al. [28] chose 6,799 tokens from Twitter 

data, assigning each one a sentiment score, the TSI (Total Sentiment Index), indicating whether it is a positive 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                       Volume: 06 Issue: 06 | June - 2022                         Impact Factor: 7.185                                  ISSN: 2582-3930                                                                                                                                               
 

© 2022, IJSREM      | www.ijsrem.com                DOI: 10.55041/IJSREM14716                                           |        Page 4 

or negative token. A token's TSI is calculated as follows: TSI = p -tp tn *n /p + tp/tn * n , where p is the number 

of times the token appears in positive tweets and n is the number of times the token appears in negative tweets. 

The ratio of total number of positive tweets to total number of negative tweets is called tp /tn. 

Methodology and research design: 

Obtaining information 

This paper's data comes from a collection of Amazon.com product reviews. We collected almost 5.1 million 

product reviews between February and April 2014, with products falling into four primary categories: 

cosmetics, books, electronics, and home (Figure 3(a)). Over 3.2 million reviewers (customers) left over 3.2 

million online reviews for a total of 20,062 products. The following information is included in each review: 

1) reviewer ID; 2) product ID; 3) rating; 4) review duration; 5) usefulness; and 6) review text. 

 

Every rating is based on a 5-star scale (Figure 3(b)), so all ratings are from one to five stars, with no half-star 

or quarter-star in between. 

http://www.ijsrem.com/
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Extraction of sentiment phrases and POS tagging 

For sentiment analysis, Pang and Lee [5] recommend that all objective items be deleted. Rather of deleting 

objective content, all subjective content was extracted for future examination in our study. All sentiment 

sentences make up the subjective content. A sentiment sentence is one that has at least one word that is either 

good or negative. To begin, each sentence was tokenized into individual English words. 

Every word in a phrase has a syntactic function that determines how it is utilised. The components of speech 

are another name for syntactic roles. The verb, the noun, the pronoun, the adjective, the adverb, the preposition, 

the conjunction, and the conjunction are the eight parts of speech in English. 

 

Part-of-speech (POS) taggers [29-31] have been developed in natural language processing to classify words 

based on their parts of speech. 

A POS tagger is particularly beneficial for sentiment analysis for the following two reasons: 

1) Nouns and pronouns, for example, are frequently devoid of sentiment. A POS tagger can be used to filter 

out such terms; 2) A POS tagger can also be used to distinguish between words that can be used in various 

parts of speech. As an example, as a verb, 

 

As an adjective, the word "enhanced" can convey a variety of emotions. The 

 

The POS tagger employed in this study is a max-entropy POS tagger created for the Penn State University. 

 

Project Treebank [31]. The tagger can provide 46 different tags, suggesting that it has a wide range of 

capabilities.Identify more detailed syntactic roles than the previous eight. Table 1 is an example of a list of all. 

 

tags for verbs that have been tagged with the POS tagger: 

 

The POS tagger was then used to tag each statement. Given the massive volume of data,In order to boost 

performance, a Python programme that can execute in parallel was built.The rate at which tags are added. As 

a result, there are more than 25 million adjectives and more than 22 million adverbs.Because there are over 56 

million verbs labelled out of all the sentiment sentences, there are adverbs and adverbs. 

http://www.ijsrem.com/
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Adjectives, adverbs, and verbs are all words that express emotion. 

 

 

The POS tagger was then used to tag each statement. Given the large number of sentences, a Python 

programme that can run in parallel was built to speed up the tagging process. As a result, out of all the sentiment 

phrases, there are approximately 25 million adjectives, 22 million adverbs, and 56 million verbs labelled, 

because adjectives, adverbs, and verbs are the terms that primarily express sentiment. 

Negative terms are used to identify people: 

With the use of negative prefixes, words like adjectives and verbs can communicate the opposite sentiment. 

Consider the following line from a review of an electronic device: "The built-in speaker also has its uses, 

although nothing new so far." According to the list in [27], the word "revolutionary" is a positive word. 

However, the statement "nothing groundbreaking" conjures up mixed emotions. As a result, it is critical to 

recognise such sentences. Two types of phrases have been identified in this study: negation-of-adjective 

(NOA) and negation-of-verb (NOV) (NOV). 

 

The POS tagger treats most common negative prefixes like not, no, and nothing as adverbs. As a result, we 

propose Algorithm 1 for phrase recognition. 

The programme was able to find 21,586 different phrases, each with a negative prefix, with a total occurrence 

of over 0.68 million. Table 2 provides the top 5 NOA and NOV phrases in order of occurrence. 

Calculation of sentiment scores for emotion tokens 

http://www.ijsrem.com/
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A sentiment token is a single word or phrase that expresses emotion. A word token consists of a positive 

(negative) word and its part-of-speech tag, given the sentiment words described in [27]. We chose 11,478 

word tokens in total, each of which appears at least 30 times in the dataset. From the 21,586 sentiment phrases 

discovered, 3,023 phrases were chosen for phrase tokens, with each of the 3,023 phrases having at least 30 

occurrences. Given a token t, the formula for computing t's sentiment score (SS) is: 

 

t's number of occurrence in i-star reviews is i(t), where i=1,...,5. Our dataset is not balanced, as seen in Figure 

3, showing that different numbers of reviews were collected for each star level. Because 5-star ratings make 

up the majority of the data, we've created a ratio called 5,i, which is defined as: 

 

The number of 5-star reviews is the numerator in equation 3, while the number of i-star reviews is the 

denominator, where i=1,...,5. As a result, if the dataset were balanced, 5,i would be set to 1 for each I in the 

dataset. As a result, every sentiment score should fall between the [1,5] range. We expect the median of 

positive word token sentiment ratings to be more than 3, which corresponds to the neutral point in Figure 1. It 

is reasonable to assume that the median for negative word tokens will be fewer than 3. 

 

As a result, Figure 4 shows the emotion score information for positive word tokens (a). The histogram 

illustrates the distribution of scores, while the box plot demonstrates that the median is higher than the mean.  

Figure 4(b) demonstrates that the median sentiment score for negative word tokens is less than 3. In fact, the 

mean and median of positive word tokens both surpass 3, while both values for negative word tokens are less 

than 3. (Table 3). 

http://www.ijsrem.com/
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Labels that represent the truth on the ground: 

There are two stages to categorising sentiment polarity: sentence-level categorization and review-level 

categorization. The purpose of sentence-level classification is to categorise a sentence as good or negative 

based on the sentiment it communicates. Ground truth tags, identifying the positive or negative nature of a 

sentence, are required in the training data for this categorization procedure. However, due to the large amount 

of data we have, ground truth labelling becomes a very difficult challenge. Because manually tagging each 

sentence is impractical, a computer tagging approach is used instead. The method employs a bag-of-words 

model, which basically counts the number of positive or negative (word) tokens that exist in each phrase. If 

there are more positive tokens than negative tokens, the situation is favourable. This method is comparable to 

how the Sentiment 140 Tweet Corpus was tagged. The ground truth tags, which are the star-scaled ratings, are 

already present in the training data for review-level categorization. 

Feature vector arrangement 

Sentiment tokens and sentiment scores are derived from the original dataset's data. They're also known as 

features, and they'll be utilised to categorise sentiments. Each element of training data must be turned into a 

http://www.ijsrem.com/
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vector containing those features, referred to as a feature vector, in order to train the classifiers. A feature vector 

is created based on a sentence for sentence-level (review-level) categorization (review). Controlling the 

dimensionality of each vector is one problem. The task is actually divided into two parts: Because of the curse 

of dimensionality [32], a vector should not have an excessive number (thousands or hundreds) of features or 

values of a feature; second, each vector should have the same number of dimensions in order to match the 

classifiers. This problem is particularly acute in the case of sentiment tokens: On the one hand, there are 11,478 

word tokens and 3,023 phrase tokens; on the other hand, vectors cannot be formed simply by including the 

tokens that appear in a sentence (or a review), because different sentences (or reviews) have different amounts 

of tokens, resulting in vectors of different dimensions. 

Because we are only interested in each sentiment token's appearance within a sentence or a review, we utilise 

two binary strings to indicate each token's appearance. Word tokens are represented by an 11,478-bit string, 

while phrase tokens are represented by a 3,023-bit string. If the ith word (token) appears, the ith bit of the 

word (string) string will be switched from "0" to "1." Finally, rather than putting the flipped strings straight 

into a feature vector, each string's hash value is generated and saved using Python's built-in hash function. As 

a result, a sentence-level feature vector consists of four elements: two hash values computed using flipped 

binary strings, an averaged emotion score, and a sentence-level feature vector. In comparison, review-level 

vectors include one more element entirely. If there are m positive sentences and n negative sentences in a 

review, the element's value is computed as :-1m+1n. 

Results and discussion 

Evaluation methods 

Performance of each classification model is estimated base on its averaged F1-score (4): 

 

 

 

 

where P I is the ith class's precision, R I is the ith class's recall, and n is the number of classes 10-fold cross 

validation is used to evaluate P I and R i. The following is a 10-fold cross validation procedure: A dataset is 

divided into ten equal-sized subsets, each of which contains ten positive and ten negative class vectors. A 

single subset of the ten is kept as validation data for testing the classification model, while the other nine are 

used as training data. The cross-validation procedure is then done ten times, with each of the ten subsets 

serving as validation data exactly once. The ten folds' results are then added together. . Because the sentence-

level categorization training data is categorised into two classes (positive and negative), ROC (Receiver 

Operating Characteristic) curves are plotted for a better performance comparison. 

http://www.ijsrem.com/
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Categorization at the sentence level 

The result is based on sentences that have been manually tagged. 

Based on the 200 manually annotated sentences, 200 feature vectors are created. As a result, based on their 

F1-scores, the categorization models all perform at the same level, with the three scores all equaling 0.85. It 

is obvious from the ROC curves (Figure 5) that all three models performed admirably when evaluating data 

with a high posterior probability. (The classification model calculates a posterior probability of a testing data 

point, A, as the probability that A will be categorised as positive, indicated as P(+|A).) With a bigger area 

under curve, the Nave Bayesain classifier outperforms the SVM classifier as the probability decreases. The 

Random Forest is a type of random forest that is used to generate random numbers. 

 

On the basis of machine-labeled sentences, arrive at a conclusion: 

The whole collection generates 2-million feature vectors (1 million with positive labels and 1 million with 

negative labels) from 2-million machine-labeled texts. The whole collection is divided into four subsets: subset 

A contains 200 vectors, subset B contains 2,000 vectors, subset C contains 20,000 vectors, and subset D has 

200,000 vectors. For each subset, the number of vectors with positive labels equals the number of vectors with 

negative labels. The categorization models' performance is then assessed using five distinct vector sets. 

http://www.ijsrem.com/
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The F1 scores of the models are all increasing as more training data is added to them. As the training data 

expanded from 180 to 1.8 million, the SVM model had the most significant improvement, going from 0.61 to 

0.94. On subset C and the entire set, the model surpasses the Nave Bayesain model and ranks as the second 

best classifier. The Random Forest model outperforms all other models for all datasets. Figure 7 depicts the 

ROC curves based on the whole set's results. 

 

http://www.ijsrem.com/
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Categorization at the review level: 

For categorization, 3 million feature vectors are created. Positive vectors are formed from reviews with at least 

a 4-star rating, whilst negative vectors are generated from 1-star and 2-star reviews. To create neutral class 

vectors, 3-star reviews are employed. As a result, the entire set of vectors has been consistently labelled as 

positive, neutral, or negative. In addition, three subsets of the whole set are obtained, with subset A containing 

300 vectors, subset B 3,000 vectors, subset C 30,000 vectors, and subset D 300,000 vectors, respectively. 

 

The F1 scores obtained on various sizes of vector sets are shown in Figure 8. It is evident that the SVM model 

and the Nave Bayesain model are both correct. On all vector sets, both models perform better than the Random 

Forest model. However, because to their low performance on neutral class, neither model can achieve the same 

level of performance when employed for sentence-level classification. 

 

Both in terms of sentence-level categorization and review-level categorization, the experimental outcome is 

positive. The averaged emotion score was shown to be a strong feature in all of itself, since it may reach an 

F1 score of over 0.8 for sentence-level categorization using the entire collection. The feature is capable of 

producing an F1 score of > 0.73 for review-level classification with the entire set. However, there are a few 

drawbacks to this research. The first is that if we wish to categorise reviews according to their individual star-

scaled ratings, it becomes impossible to do so at the review level. To put it another way, the F1 scores achieved 

from such tests are typically low, with values less than 0.5. The second issue is that, because of our small size, 

we haven't been able to because the sentiment analysis scheme suggested in this paper is based on the presence 

of sentiment tokens, it may not be suitable for evaluations that only contain implicit sentiments. The polarity 

of an implicit sentiment is difficult to discern because it is usually transmitted through some neutral phrases. 

A statement like "Item as stated." for example, which regularly appears in positive reviews, is made up entirely 

of neutral words. 

http://www.ijsrem.com/
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With those constraints in mind, we'll concentrate our efforts in the future on resolving those problems. To 

improve review-level categorizations, more features will be extracted and arranged into feature vectors. Our 

next step in the subject of implicit sentiment analysis is to be able to recognise the presence of such sentiment 

within the context of a certain product. Future work will include testing our categorization scheme using other 

datasets. 

Conclusion: 

Sentiment analysis, often known as opinion mining, is a branch of research that examines people's feelings, 

attitudes, and emotions about specific entities. Sentiment polarity categorization is a key challenge in 

sentiment analysis that is addressed in this study. Amazon.com product reviews were chosen as the source of 

data for this study. A process for categorising sentiment polarity (Figure 2) has been suggested, with thorough 

descriptions of each stage. Experiments on sentence-level categorization as well as review-level categorization 

were conducted. 
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