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ABSTRACT 

skin cancer is a normal form of cancer that affects millions of people worldwide. Early diagnosis and detection are crucial in the 

successful treatment of skin cancer. Machine learning algorithms have been utilized in recent years to assist in the detection and 

diagnosis of skin cancer. This abstract presents a unique approach to skin cancer detection using machine learning. The suggested 

approach combines machine learning algorithms with image processing methods to analyse images of skin lesions and classify 

them among 9 different classes. The system employs an innovative feature selection method to identify the most significant features 

that aid in the classification process. These features include Edge detection, histogram, Texture analysis. The classification of 

images is done by using Decision Tree, KNN, Random Forest and Voting classifier algorithms. The proposed system was trained 

and tested on a dataset of skin lesion images obtained from various sources, including dermatology clinics and online databases. 

The findings show that the suggested strategy is highly accurate at identifying and categorising skin lesions. The unique strategy 

described in this abstract may increase the precision and effectiveness of skin cancer detection, resulting in earlier diagnoses and 

more effective therapies. 
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Introduction 

The escalating prevalence of skin cancer over recent decades 

highlights the urgent need for effective preventive measures 

and treatments. As the most prevalent form of cancer 

worldwide, skin cancer affects approximately one in five 

Americans during their lifetime. This project aims to provide 

a comprehensive overview encompassing the causes, risk 

factors, diagnosis, and treatment options associated with skin 

cancer. Additionally, we will explore current advancements 

in skin cancer research and discuss potential directions for 

future studies. Skin cancer arises when abnormal cell growth 

occurs within the skin's cells. Melanoma, squamous cell 

carcinoma, and basal cell carcinoma are the three main kinds 

of skin cancer. Basal cell carcinoma, accounting for around 

80% of cases, emerges from the basal cells located in the 

skin's bottom layer, known as the epidermis. Squamous cell 

carcinoma, comprising approximately 16% of cases, 

originates from the squamous cells present in the epidermis' 

upper layer. Although melanoma is the least common form 

of skin cancer, representing only 4% of cases, it is the most 

dangerous due to its potential to metastasize. Melanoma 

develops in the melanocytes, the pigment-producing cells in 

the skin. The primary cause of skin cancer is exposure to 

ultraviolet (UV) light from the sun or tanning beds. UV light 

damages the DNA of skin cells, resulting in genetic 

alterations and the eventual development of cancer. 

Additional skin cancer risk factors include having fair skin, 

a history of sunburns, a weakened immune system, and a 

family history of the illness. An assessment of the skin's 

physical condition is usually followed by a biopsy to 

determine whether skin cancer cells are present. Treatment 

options for skin cancer encompass surgical procedures, 

radiation therapy, and chemotherapy. The type and stage of 

the cancer, together with the patient's overall health, all have 

an impact on the treatment options. Ongoing research in skin 

cancer focuses on developing novel prevention methods and 

innovative treatment approaches. Vaccines that stimulate the 

immune system to target cancer cells are being investigated 

as a preventive measure. Similarly, targeted therapies, 

medications designed to selectively attack cancer cells while 

sparing healthy cells, are being explored. In addition to 

medical research, efforts to raise awareness about skin 

cancer and promote sun safety are of paramount importance. 

Educating the public regarding the risks associated with sun 

exposure and emphasizing the significance of protective 

clothing and sunscreen usage are crucial elements of public 

health campaigns. Successful initiatives have demonstrated 

a reduction in skin cancer incidence in certain populations. 

In conclusion, skin cancer is a pressing health concern 

necessitating ongoing research and prevention initiatives. By 

implementing effective strategies, it is possible to mitigate 

the incidence of skin cancer and enhance outcomes for those 

affected by this condition. Through collaborative efforts 

among healthcare professionals, researchers, and the public, 

substantial progress can be achieved in combating skin 

cancer. 

http://www.ijsrem.com/
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Literature Survey 

[1] Dorj, U. O et al. conducted a study on skin cancer 

detection using a combination of dermoscopy pictures and 

digital images. Their research involved the utilization of 

Artificial Neural Networks (ANN) as a classification 

algorithm, along with Support Vector Machine (SVM).  

[2] A research journal from NIT Puducherry had performed 

a research on classification on skin cancer with model 

involving neural networks and SVM classifier. They tested 

the model with ISBI 2016. Among the algorithms they 

obtained accuracy of 86.23%. They embedded SVM 

classifier and obtained an accuracy of 88.02%. 

[3] the geometric features from ABCD rule of melanoma, 

Grabcut image processing segmentation, and feature 

extraction applied to SVM classifier were used by Suleiman 

Mustafa, Ali Baba Dauda and Mohammed Dauda from 

National agency for science and engineering infrastructure 

obtained an accuracy of 80% on online skin diseases gallery 

with total of 200 images. 

[4] on the ISIC 2019 dataset, selen Ayas proposed an 

approach for classifying skin disease using the swim 

transformer model and achieved an balanced accuracy of 

82.3%. 

[5] Using the ISIC dataset with the SVM and KNN 

classifiers, K.P Sanal kumar, A.Murugan and S.Anu H Nair 

published their work in the international journal of 

engineering and IJEAT and achieved  a accuracy of 83.74% 

for SVM and 81.0 for KNN. 

[6] In their study, the author introduced a novel approach 

called the Ballerina 5-layered K-Nearest Neighbors (KNN) 

Algorithm for classifying skin injuries. The proposed 

algorithm was tested on the PH2 dataset, a widely used 

dataset in dermatology research. The primary focus of the 

study was on the classification of melanoma, which is known 

to be more dangerous due to its relatively rapid spread and 

its potential to claim numerous lives. By leveraging the 

Ballerina 5-layered KNN Algorithm, the researchers aimed 

to improve the accuracy and efficiency of skin injury 

classification, particularly for the detection and 

differentiation of melanoma. 

[7] In their study, Abbas Q et al. laid the groundwork for 

identifying skin diseases, specifically skin wounds with 

malignancy, through segmentation and the application of the 

K-nearest neighbors (KNN) algorithm on dermoscopy 

images. Melanoma, a dangerous form of skin disease 

responsible for 75% of melanoma-related deaths, was the 

focus of their research. 

[8] Alum, MZ et al. proposed a method to identify 

melanocytes, a type of skin cell found in the epidermis layer, 

using KNN, Random Forest, and FUZZY C-means 

techniques. By overcoming this challenge, the authors aimed 

to enhance the diagnosis of melanoma, which is highly 

treatable if detected in the early stages but can be life-

threatening if left undiagnosed. 

[9] The author discussed the difficulties involved in 

analyzing skin lesion images, including issues such as light 

reflections and variations on the skin surface. They 

highlighted the lack of diversity in skin cancer classes and 

the insufficient availability of data in previous works. To 

address these challenges, Ramachandra Majji proposed a 

novel method that integrates gene expression data and 

machine learning algorithms for the detection of skin cancer. 

[10] Binder examined a classification framework that was 

evaluated using unsegmented images. Cancer poses a 

significant threat to human life and can lead to unavoidable 

fatalities. With various types of cancer potentially present in 

the human body, accurate classification methods are crucial 

for timely diagnosis and treatment.

 

Data Set: 

The dataset we used is International Skin Imaging 

Collaboration (ISIC) Skin cancer. It consists of 9 different 

classes of skin lesions . The images we used are high-

resolution clinical photographs of skin lesions, taken with a 

variety of imaging modalities, including dermoscopy, 

clinical photography, and confocal microscopy. The size of 

the dermoscopic images are 400x600. We have resized them 

to 32x32 pixels inorder to get correct result and more 

accuracy. We have used 2,248 images for training. Dataset 

images are available in Kaggle website or at public ISIC-

archive. The nine classes of 

skin cancer are: 

-Dermatofibroma 

- Actinic keratosis 

-Basal cell carcinoma 

http://www.ijsrem.com/
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-Nevus 

-Seborrheic keratosis 

 -Melanoma 

 -Pigmented benign keratosis 

  -Squamous cell carcinoma 

  -Vascular lesion 

DATA AUGMENTATION  

Our dataset is unbalanced we want to make it as balanced to 

increase the generalization of the model, and increase its 

accuracy. The goal of data augmentation is to generate new 

images that are identical  to the original ones but different 

enough to provide additional training data for a machine 

learning model. After augmentation we have 1000 images in 

each class. The below table shows the data augmentation 

parameters that were used to form new images using the 

existing images

. 

 

Data Augmentation Parameters  Value  Description 

Rotation Range 20 Generates images with range -0.360 

Width Shift Range 0.1 Rotates The image Horizontally in a Random Order 

Height Shift Range 0.1 Rotates The image Vertically in a Random Order 

Zoom range 0.1 Zoom-in or Zoom-out by 10% 

Horizontal Flip True Fills the images horizontally for mirror reflection 

Fill Mode nearest Fills the vacant place with nearest pixel value 

 

Now the dataset is balanced. The datasets 9 classes are of same size. Thus, by testing the dataset it will not be underfitted. 

 

                                

  

http://www.ijsrem.com/
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Class Original 

Training 

data 

Augmented 

Training data 

Original 

Testing data 

Augmented 

Testing data 

actinic keratosis 

 

114 1000 16 200 

basal cell carcinoma 376 1000 16 200 

dermatofibroma 113 1000 16 200 

nevus  1000 16 200 

seborrheic keratosis 100 1000 3 200 

melanoma 500 1000 16 200 

pigmented benign 

keratosis 

500 1000 16 200 

squamous cell 

carcinoma 

200 1000 16 200 

vascular lesion 152 1000 3 200 

 

Methodology 

Image Pre-Processing: 

Preprocessing is the stage when we get the data ready for 

Kera's model. Making the photos the same size and removing 

all null values from the dataset are the first action in data pre-

processing. Additionally, we will split the data into training 

and testing sets. The dataset has undergone preprocessing, 

including image resizing, reshaping, and array form 

conversion. The images of skin Prominence, and shade. Each 

feature is calculated as follows: pixel size. Now those images 

are GLCM is   Contrast: A specific formula is used to 

calculate the spatial frequency of texture in a skin lesion. 

Unfortunately, the formula for determining contrast in skin 

lesion texture analysis using GLCM has not been provided

cancer needs to be pre-processed. We have used open cv for 

resizing images. The Images are converted to 32x32 pixel 

size. Now those images are converted to grayscale image. 

Grayscale images are images that do not have any colour. In  

grayscale images, A single value that corresponds to the 

brightness or intensity of each pixel serves as its 

representation.  

Correlation: The following formula can be used to calculate 

a skin lesion's linear dependencies at different grey levels                                                       

single value that  Energy: A 

skin lesion's degree of disorder or uniformity can be 

measured using the formula.

Data Augmentation: 

The method of creating fresh image transformations using 

the provided image dataset increases the number of examples 

within the schooling set at the same time and introduces extra 

range in what the version sees and learns from. 

 

                       

 

Feature Extraction abcdefghijklmnopqrstuvwxopen 

GLCM(GRAY LEVEL CO-OCCURRENCE MATRIX) 

32x32 pixel size. Now those images are GLCM is   

commonly employed for textural Homogeneity: The 

following formula can be used to determine how the 

elements are distributed throughout a skin lesion: 

analysis, particularly in obtaining the distributed intensity 

from an object. It involves considering two pixel. GLCM 

yields several features, including contrast, correlation, energy, entropy, homogeneity,     

images, A single value that corresponds to the brightness or 

intensity of each pixel serves as its representation.

 

  

http://www.ijsrem.com/
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Now we have to extract features from  those images. Feature 

extraction involves the techniques like edge detection, 

histogram analysis, and texture analysis. Texture analysis 

refers to the process of capturing and quantifying various 

patterns, structures, and characteristics present in an image. 

Texture extraction involves analyzing the texture patterns 

within skin lesion images to extract relevant features that can 

aid in identifying potential cancerous regions. Skin cancer 

often exhibits distinct textural variations compared to 

healthy skin. By extracting texture features, such as 

variations in color, ASM, contrast, homogeneity and spatial 

arrangement of pixels, valuable insights into the 

characteristics of the skin lesion. Skin cancer lesions often 

exhibit specific color or intensity variations compared to 

healthy skin. Histogram-based techniques aim to quantify 

these variations and extract features for detection and 

diagnosis. The Gray Scale images are used for Histogram 

extraction. Edge detection is the method of detecting and 

highlighting the edges of an image. Edges can be defined as 

sharp discontinuities in image intensity or color. By 

highlighting these edges, we can extract important features 

from an image. Edge detection in skin cancer detection 

involves identifying and highlighting the boundaries or 

edges of skin lesions within an image. It plays a crucial role 

in image analysis and algorithms can identify irregularities 

or abnormal patterns that may indicate the presence of skin 

cancer. It is computed from GLCM matrix. Texture analysis 

involves the use of mathematical techniques to extract 

features from an image, such as the texture energy, 

coarseness, and contrast. Histogram analysis is the process 

of analyzing the distribution of pixel intensities in an image. 

A histogram is a representation of the pixel intensity 

distribution. In the context of skin cancer detection, 

histogram-based techniques are used to capture and analyze 

the intensity or color information present in skin lesion 

images. The pixel intensity or color values in an image can 

provide valuable insights into the characteristics of the skin 

lesion. Skin cancer lesions often exhibit specific color or 

intensity variations compared to healthy skin. Histogram-

based techniques aim to quantify these variations and extract 

features for detection and diagnosis. The Gray Scale images 

are used for Histogram extraction. Edge detection is the 

method of detecting and highlighting the edges of an image. 

Edges can be defined as sharp discontinuities in image 

intensity or color. By highlighting these edges, we can 

extract important features from an image. Edge detection in 

skin cancer detection involves identifying and highlighting 

the boundaries or edges of skin lesions within an image. It 

plays a crucial role in image analysis and feature extraction 

for detecting potentially cancerous regions. Edge detection 

techniques aim to locate significant changes in pixel 

intensity or color values, which often correspond to the 

boundaries between different regions in an image. It is 

performed using Canny edge detection.  Now we have to 

classify the images using various machine learning 

algorithms. Here we have used 4 types of algorithms. They 

are Decision Tree, KNN classifier, Random Forest 

algorithm, Voting Classifier. All these algorithms receive the 

same trained set of images. These models produce the output 

as which type of cancer it belongs to among those 9 different 

types 

 

http://www.ijsrem.com/
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FLOW CHART 

 

 

 

Random Forest  

A popular ensemble learning approach for classification is 

random forest. The random forest method can be used to 

classify images into different groups based on their visual 

attributes in the context of skin cancer diagnosis using image 

data sets. A vast number of decision trees are created by the 

method, and each one is trained using a different random 

subset of the training data. Each decision tree is allowed to 

grow to a specific depth during training, which is set by a 

user-defined hyperparameter. The final prediction of the 

random forest algorithm is obtained by taking a majority vote 

over the predictions of all the decision trees. This approach 

has the significant benefit that it is applicable to both 

classification and regression issues. In the context of skin 

cancer detection, the random forest algorithm can be used to 

classify images into different categories based on their visual 

features. These features can be extracted using techniques 

such as edge detection, histogram analysis, texture analysis, 

and data augmentation. Once the features have been 

extracted, they can be used as input to the random forest 

algorithm. The features extracted from each image are used 

to determine the best split at each node of the decision tree. 

This process is repeated recursively until the tree reaches a 

user-defined maximum depth or until all the images at a 

given node belong to the same category. The final prediction 

is the category with the highest number of votes. Now 

random forest algorithm can be used to classify images into 

different categories such as melanoma, nevus, or seborrheic 

keratosis. By combining multiple decision trees, it is able to 

capture complex patterns in the data and achieve accuracy in 

classification tasks. 

 

http://www.ijsrem.com/
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Voting Classifier: 

Voting classifier is an algorithm of ensemble learning that 

brings together various machine learning algorithms to 

enhance classification performance .In the context of skin 

cancer detection, a voting classifier can be trained using 

various image data features such as edge detection, texture 

analysis, histograms, and data augmentation. By integrating 

the forecasts of various base classifiers trained on various 

subsets of the feature space, the voting classifier makes 

predictions. The voting classifier then takes a majority vote 

to make the final prediction. The goal of using a voting 

classifier is to reduce the bias and variance in the prediction 

by combining the predictions of multiple models. To build a 

voting classifier for skin cancer detection, we can first extract 

features from the image data using various techniques such 

as edge detection, texture analysis, and histograms. We  also 

used data augmentation techniques to generate additional 

data for training and testing and improved the performance 

of the classifier. Next, we can train multiple base classifiers 

on different subsets of the feature space. For example, we 

can train a K-nearest neighbours classifier on the edge 

detection features, a random forest classifier on the texture 

features. Finally, we can combine the predictions of these 

base classifiers using the voting classifier algorithm. The 

voting classifier takes a majority vote of the predicted classes 

to make the final prediction. For example, if two base 

classifiers predict the sample as malignant and one predicts 

it as benign, the voting classifier will predict the sample as 

malignant. Overall, a voting classifier can be an effective 

approach for skin cancer detection as it combines the 

strengths of multiple machine learning models and improves 

the classification's overall accuracy. 

KNN: 

A machine learning method called K-Nearest Neighbour 

(KNN) can be utilised for categorization problems, including 

skin cancer detection using image data sets. The algorithm 

works by comparing a test image with the k-nearest training 

images and assigning the class label that is most frequent 

among the k-nearest neighbour. To use KNN for skin cancer 

detection using image data sets, we first need to prepare the 

data by extracting features from the images. This can be done 

using various techniques, such as histograms, edge detection 

and texture analysis. Once the features have been extracted, 

we can use them to train the KNN classifier. Now Train the 

KNN classifier on the training set by specifying Predict the 

class labels for the images in the test set by finding the k-

nearest neighbour and assigning the class label that is most 

frequent among them. Analyse the KNN classifier's 

performance using metrics like accuracy, precision, recall, 

and F1 score. The performance of the KNN classifier can be 

improved by optimizing the value of k and by using feature 

selection techniques to select the most relevant features for 

classification. Overall, KNN is a simple yet effective 

algorithm for skin cancer detection using image data sets. 

However, it may not be as efficient as other algorithms for 

large data sets or high-dimensional feature spaces. 

Decision Tree  

A well-liked machine learning approach for detecting skin 

cancer is the decision tree. The algorithm functions by 

creating a model of decisions and potential outcomes that 

resembles a tree. A decision point is represented by each 

node in the decision tree, and potential outcomes are shown 

by the edges. The algorithm recursively divides the data into 

subsets based on the features, selecting the feature that best 

separates the classes at each node. In the context of skin 

cancer detection, the decision tree algorithm takes various 

features of skin lesions such as edge detection, histogram and 

texture as inputs and produces a decision tree based on these 

features. For example, the algorithm may divide the data into 

two subsets based on whether a lesion is symmetrical or not. 

If the lesion is symmetrical, it may further divide the data 

based on other features such as edge detection, histogram or 

texture. The decision tree algorithm is capable of handling 

both categorical and continuous data and can be easily 

interpreted by humans. It is also resistant to overfitting, 

which is a common problem in machine learning algorithms. 

However, it may not be suitable for complex data with many 

features, and small changes in the data can result in different 

decision trees. In summary, the decision tree algorithm is a 

useful tool for skin cancer detection, as it can effectively 

analyze multiple features of skin lesions and provide an 

interpretable output. 
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Evaluation and Experimental Results: 

The effectiveness of our proposed model can be calculated 

using Accuracy, precision, recall and f1-score. Those metrics 

can be calculated with the help of TP, FN, FP, TN. The 

number of accurately anticipated positive images is known 

as True Positive (TP). The number of positively anticipated 

positive images is known as False Negative (FN). The 

number of incorrectly anticipated negative images is known 

as False Positive (FP). The number of accurately anticipated 

Negative images is known as True Negative (TN). 

Confusion matrix:

An NxN matrix, where N is the projected number classes, is 

a confusion matrix. 

Accuracy: the proportion of correct predictions made by a 

model among all predictions made. Precision: The 

Proportion of positive cases which are correctly identified  

precision = TP / (TP + FP)  

Recall: The proportion of Correctly Identified Actual 

Positive Cases recall = TP / (TP + FN) 

 F1-Score: For a classification task, the F1-Score is the 

harmonic mean of the precision and recall values.  

F1-score = 2 * (precision * recall) / (precision + recall) 

Model  Name Accuracy Precision Recall F1- score 

Decision Treee 93.8% 90 86 89 

Voting classifier 93.8% 90 86 89 

KNN 67.5% 60 60 58 

Random Forest 50.6% 30 37 30 

  

 

http://www.ijsrem.com/
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Conclusion 

In this research, four models have been proposed and 

analysed. Out of them the Voting classifier and decision Tree 

performed well. The model was trained on (ISIC) 

International Skin Imaging Collaboration dataset, the best 

parameters setup were established after extensive research. 

According to the experimental results, It effectively 

distinguishes between different types of skin cancer. The 

effectiveness of the suggested model has been assessed and 

the model achieved a 93.8% accuracy rate
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