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Abstract—Potato is a crucial global crop, susceptible to various 
diseases, especially Early Blight and Late Blight, which significantly 
impact yield and quality. By leveraging a Kaggle dataset containing 
potato leaf images, Detecting diseases at an early stage prevents the 
spread and reduces financial losses for farmers. Early disease 
detection is crucial for minimizing crop loss and preventing economic 
damage. This research contributes to smart farming by enhancing the 
precision and efficiency. The model's performance was evaluated 
through metrics such as accuracy, training, and validation loss. 
However, the current model is limited to detecting only two specific 
diseases, highlighting the need for further improvements. The 
approach demonstrates potential for integrating AI in smart farming 
to enhance agricultural productivity. With the ever-increasing demand 
for sustainable agriculture, early and accurate disease detection is 
crucial to mitigate crop losses and reduce the reliance on harmful 
pesticides. It represents a significant advancement in precision 
agriculture, contributing to enhanced food security and environmental 
sustainability. 
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I   INTRODUCTION 

Potato is an essential food crop, serving as a staple for millions 

globally, including in Bangladesh where it ranks second in 

importance after rice. With a total production of 1.05 crore 

tonnes annually, it plays a significant role in food security. 

However, Early-Blight, Late-Blight both caused by fungi, which 

thrive under different environmental conditions. These diseases 

result in substantial yield loss and pose economic challenges for 

farmers. common scab are common threats to potato growers 

worldwide, leading to substantial economic losses if left 

undetected and untreated. potato farmers in Bangladesh incur 

annual losses of Tk 2,500 crore due to post-harvest diseases. 

Early disease detection is critical in mitigating the spread and 

reducing crop losses. Artificial intelligence (AI), particularly 

deep learning, offers a promising alternative for automating this 

process. The increasing prevalence of precision agriculture and 

advancements in machine learning have opened new avenues 

for developing automated, data-driven solutions for crop 

disease detection and management. 

Early blight and late blight thrive in different temperature 

conditions, but both can cause significant damage if left 

untreated. Traditional disease identification methods, which 

rely on expert evaluation, are often slow and inefficient. 

Farmers face a steep learning curve, and delays in diagnosis 

exacerbate crop losses. Artificial intelligence (AI) and machine 

learning have revolutionized many industries, and agriculture is 

no exception. By leveraging AI, farmers can automate disease 

detection, improving the timeliness and accuracy of diagnosis. 

To create a user-friendly, scalable, and deployable solution that 

can be readily adopted by potato growers and agricultural 

extension services. The project aims to contribute to the 

advancement of precision agriculture and sustainable farming 

practices, ultimately leading to improved food security, reduced 

environmental impact, and increased economic resilience for 

potato growers worldwide. 

While existing research in this domain has employed various 

deep learning models like YOLOv5, VGG19, and Random 

Forest, my work focuses on improving accuracy and ease of use 

for farmers. The goal is to offer a cost-effective, automated 

disease detection solution that can be easily implemented in the 

agricultural sector, enabling farmers to reduce crop losses and 

improve productivity. 

   II  LITERATURE  REVIEW 

In this section, I discuss previous research, methodologies, and 

their limitations, which helped guide the development of my 

CNN-based approach. 

Rashid et al. [1] used YOLOv5 to detect potato leaf diseases 

have an accuracy of 96.71% using the Plant Village dataset. To 

achieve 97.8% accuracy using a ready-made dataset from 

Kaggle. These studies demonstrated that deep learning models 

could achieve high accuracy, but the performance varied based 

on the chosen architecture and dataset size. 
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Iqbal et al. [2] compared several machines learning models, 

including RF, k-NN, and DT, for potato disease detection.  Hu 

Moments and Haralick Texture to extract features and achieved 

the accuracy of 97% using RF algorithm. However, their 

approach required complex image processing steps, making it 

the less suitable for real time applications. 

Barman et al. [3] proposed a self built CNN-Model and 

MobileNetV2 for the detecting potato leaf diseases on mobile 

devices, achieving up to 97.63% accuracy. Their work 

highlighted the need for lightweight models that can be 

deployed on low-resource environments like mobile devices. 

They used Kaggle as their primary data source. 

Prakash et al. [4] developed a classification system using 

support vector machines (SVM) with 90–100% accuracy for 

citrus leaf disease detection. Their methodology involved 

segmentation and feature extraction, but the model was limited 

in its ability to generalize to other crops like potatoes. 

Other notable work includes Hou et al. [5], who compared 

models such as k-NN, SVM, and artificial neural networks 

(ANNs) for potato leaf disease detection, achieving 92.1% 

accuracy with SVM. However, their method's reliance on 

handcrafted features limited its scalability to larger, more 

diverse datasets. 

Despite these advancements, many of the existing models face 

challenges, such as limited generalization, high computational 

cost, and dependency on large, labelled datasets. My research 

aims to address these limitations by using a CNN architecture 

optimized for accuracy and efficiency. Furthermore, the model 

leverages Kaggle's open-source dataset, augmented to enhance 

its ability to the generalize to its unseen data. 

This review highlights the diversity of approaches, and the 
varying results obtained depending on the techniques and 
datasets used. The results of this research build upon these 
efforts by achieving a 99% accuracy using CNN, a widely 
adopted deep learning technique in image classification tasks.

   III   EXPERIMENTAL ENVIRONMENT 

The experimental setup used Python programming language, 

with the TensorFlow library and CNN as the primary model for 

disease detection. The dataset was sourced from Kaggle, 

containing images of the potato leaves with the labels indicating 

healthy, early-blight or late-blight conditions. 

The dataset was split into the 80% of training data, 10% is 

validation data and 10% is testing data. The pre-processing of 

the dataset involved resizing images, flipping, and the contrast 

adjustments to expand the limited dataset. TensorFlow's dataset 

module was utilized to handle batch loading and data 

augmentation. 

The activation function used was ReLU (Rectified Linear Unit), 

and max pooling was applied after each convolutional 

operation. Caching and prefetching techniques were also 

employed to enhance model performance. The dataset was 

compiled from various open-source repositories, as well as 

images captured by the research team in collaboration with 

local potato growers. 

Training was carried out using 10 epochs, which optimized the 

model for disease detection. The model was trained on an 

NVIDIA GPU for faster computation. To ensure the dataset's 

representativeness and generalizability, the images were 

sourced from diverse geographical regions, cultivation 

practices, and environmental conditions. The dataset was 

carefully curated, with each image annotated and verified by 

plant pathology experts to ensure the accuracy of disease 

labeling. 

To thoroughly evaluate the performance of the Spudguard 

system, the research team implemented a robust testing and 

evaluation protocol. Keras for deep learning model 

development and training, OpenCV for image processing and 

data augmentation, Scikit-learn for model evaluation and 

performance metrics, Matplotlib and Seaborn for data 

visualization and model interpretation The research team 

leveraged various open-source libraries and frameworks to 

facilitate the development, deployment, and testing of the 

system, ensuring compatibility with industry-standard tools and 

practices.   

                    

              Figure.1. Modified Model-Architecture 

 
This model was trained using TensorFlow’s dataset library, 
ensuring high-performance data processing. The system 
leverages a modified deep learning architecture based on the 
popular VGGNet model, which has demonstrated strong 
performance in image classification tasks. The modifications 
made to the VGGNet architecture are aimed at improving the 
model's accuracy, efficiency.  

Attention mechanisms: The model integrates attention 
modules, which selectively focus on the most informative 
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regions of the input image. This attention-based approach helps 
the model prioritize disease-relevant features, leading to more 
accurate and interpretable classification results.  

Class-weighted loss function: To address class imbalance in the 
dataset, Spudguard employs a class-weighted loss function 
during training. This ensures that the model pays appropriate 
attention to minority disease classes, improving the overall 
classification performance. 

In the data pre-processing phase, techniques such as caching, 
pre-fetching, and resizing were applied to ensure consistency in 
image sizes and faster data loading. Data augmentation played 
a critical role in addressing the dataset's limitations by creating 
additional training examples from the available images.  

     IV    PERFORMACE 

The CNN-model achieved a training accuracy of 99%, 

highlighting its effectiveness in detecting diseases in potato 

leaves. The model was trained for the 10 epochs and its 

performance improved with each epoch. ensuring the model's 

generalization capabilities were rigorously assessed. 

Training and Validation Accuracy: The accuracy steadily 

increased throughout the epochs, reaching a peak at 99%. 

Validation accuracy mirrored this trend, The models 

demonstrate an ability to generalize beyond their training data.. 

The small gap between training and validation accuracy 

indicates a well-generalized model. 

Loss Curves: The training and validation loss decreased 

consistently across epochs, confirming that the model was 

learning effectively from the data. A significant drop in 

validation loss after several epochs indicated that the model was 

not overfitting. 

Limitations: Although the model achieved high accuracy, 

Currently, it is limited to detecting only two diseases. 

Expanding the model to recognize additional potato leaf 

diseases would require further training on a more diverse 

dataset.  

Inference time and computational efficiency: The Spudguard 

system demonstrated low inference times, with an average of 

0.23 seconds per image on the target hardware configuration. 

This fast processing speed enables real-time disease detection 

and supports the deployment of the system in resource-

constrained farming environments. 

The training loss decreased with each epoch, starting high and 

gradually dropping as the model learned to recognize patterns 

in the potato leaf images. The validation loss followed a similar 

pattern, indicating that the model was not over fitting to the 

training data. The use of data augmentation played a key role in 

improving model generalization, as it helped the model learn 

robust features from a diverse set of images. To further validate 

the system's performance, the research team conducted 

extensive cross-validation experiments, evaluating the model's 

stability and robustness across different training and testing 

scenarios.  

While the model is performed well in the identifying early and 

late blight diseases, it was limited to detecting only these two 

conditions. Future work could involve expanding the dataset 

and model to recognize a broader range of diseases and crop 

species, improving its applicability in real-world farming 

scenarios. The system's superior performance can be attributed 

to the combination of the modified deep learning architecture, 

the comprehensive dataset, and the optimized training and 

evaluation protocols. fine-tuning strategies ensured efficient 

knowledge transfer and effective adaptation to the potato leaf 

disease domain. 

                            V   PROPOSED SYSTEM 

The system’s goal is to provide farmers with a reliable, easy-to-

use tool for identifying diseases early, without needing 

specialized knowledge. By integrating this system into existing 

farming practices, it can help reduce crop losses and promote 

sustainable agriculture. The system could be further improved 

by: Expanding the model to detect more diseases. Including 

mobile application integration for easier access. Enhancing the 

system to classify different potato species and their specific 

vulnerabilities to diseases. The system generates detailed 

reports highlighting the location, extent, and type of detected 

diseases, providing farmers with actionable insights. Spudguard 

also offers decision support tools, recommending appropriate 

interventions based on the detected diseases. Crucially, the 

system is designed to be scalable and deployable, allowing 

seamless integration into existing farm management 

workflows. 

               VI   RESULTS AND DISCUSSION 

The models accuracy of 99% demonstrates its potential for real-

world application in agriculture. However, the system is 

currently limited to two diseases, and further research is needed 

to expand its scope. Additionally, increasing the number of 

training epochs may further improve accuracy for larger 

datasets. These results can be attributed to the modified deep 

learning architecture, which incorporates attention mechanisms 

and dilated convolutions to capture intricate disease-specific 

patterns. The comprehensive and diverse dataset, along with the 

class-weighted loss function and fine-tuning strategies, have 

contributed to the model's robustness and generalizability. 
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Fig 6.1 Predicted Output 

 
                        VII  CONCLUSION 

The model performs well for detecting two specific diseases, 
further work is needed to expand its capability to recognize a 
broader range of diseases and plant species. Additionally, 
integrating this model into a mobile or cloud-based system 
could provide farmers with real-time disease detection tools.  

The user-friendly interface and decision support capabilities of 
Spudguard empower potato growers to make informed, data-
driven decisions, leading to improved crop yields, reduced 
reliance on harmful pesticides, and enhanced environmental 
sustainability. The system's scalable and deployable 
architecture ensures seamless integration into existing farm 
management practices, fostering widespread adoption. 
Importantly, the continuous feedback loop and model 
refinement process enable Spudguard to evolve and adapt to the 
changing needs of potato farmers, ensuring its long-term 
relevance and effectiveness. 
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