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ABSTRACT: Smart Human Activity Detection using YOLOv4 is a commanding research area in computer vision due to its 

numerous applications such as person surveillance, social distancing detection, object detection, etc. A simple activity 

recognition model can allow a single human person to monitor all our surroundings to ensure safety and privacy while 

preserving maintenance cost and efficiency with a high level of precision. This technique uses bounding boxes to highlight the 

action. The monitoring system with real-time video surveillance can deploy for patients and the elderly in a hospital or nursing 

home and various human activities in essential areas such as the airport. For speedy analysis of action and accurate results, 

while working with complex human behavior, we decided to use the YOLOv4 (You Only Look Once) algorithm, the latest and 
fastest among them all. This model detected and recognized multiple patients or other regular person activity and multiple 

human activities tracing support at once. To see human activity, a CNN model has been pre-trained. The accuracy of 

convolutional neural networks is typically 79-90% when used to detect actions by adding pooling and convolution layers, 

followed by a few fully connected layers and recognizing patterns in an interval. It is estimated to provide an accuracy of 79-

90%. Applications include surveillance and observation with the proposed system. This paper helps detect moderate human 

activity using YOLOv4 and Darknet techniques. 
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I. INTRODUCTION 

 

Human activity recognition is the study that includes correctly identifying activities performed by humans, tested in 
different ways. Human activity is the continuous flow of single or distinct action essential in progression. Some human activity 

specimens are a sequence of steps in which a subject enters a room, walks forward, sits down, stands up, etc. Human activity 

recognition can widely apply to some real-world applications like patient monitoring, surveillance of essential locations, 

activity-based search, etc. You can perform it at various abstract levels. Students, engineers, and students have studied human 

activity recognition in every part of the world for a long time. The Machine Learning-based activity recognition uses Computer 

vision techniques like YoloV4 and DarkNet to recognize activities performed by humans. We will mainly be focused on the 

various activities and detect these actions through video. The Human Actions recognized in the videos are based on analyzing 

a sequence of video frames using a computer to find human activities without manual operations automatically. In this paper, 

we will be using the YOLO (You Only Look Once) library to build a system that will detect human activities. YOLOv4 is four-

time faster, and not only that, we can change between faster speed and better accuracy by just changing the amount and data 

for the model, without any additional retraining of data required. Human Action Recognition is an area of computer vision 
research and applications. The goal of Human Action Recognition is to identify and understand people's actions. 
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II. MOTIVATION  

Understanding human activity and their interaction with surrounding objects are crucial for developing an intelligent 

system. Human action recognition is a field that deals with the problems generated in the integration of sensing and reasoning to 

provide context-aware data that can confer personalized support across an application. Several issues still plague human action 

recognition. Such as privacy concerns regarding continuous monitoring of activities, difficulty in performing HAR (Human 

activity recognition) in real-time, and lack of entirely ambient systems able to reach users at any time. Human activity recognition 

is a very critical monitoring system. Human action detection aims to inspect exercises from video successions or still pictures. 

The continuous improvement of artificial intelligence and deep learning algorithm helps us transmit and get vital physiological 

signs to the medical personnel and simplifies the quantification. As a result, it raises the efficiency of the patient monitoring 

system. A human activity recognition system can enhance the patient's experience in the medical sector. 

Additionally, we can use the technology in many other fields. The active or innovative system can use HAR technology to 

monitor its residential area for better security. Our research aims to offer medical support, well-being services, and health benefit 

to older adults and other security purposes for critical infrastructure. It was exciting because we were about to create an intelligent 

system that would detect human activity and monitor that activity intelligently. That's why we decided to take the challenge. 

     

 

 

III. PROBLEM STATEMENT 

 

HAR must recognize human activities by training a machine learning model and displaying activity results per the input 

activity received from the camera input/video. With this automated Human Activity Detection system, doctors can observe 

multiple patients simultaneously from their chamber or comfort zone. Doctors also can keep an eye on the duty nurse or staff in 

the patient's cabin. What are they doing, and are they doing their duty perfectly? It can also use the same system for many different 

purposes mentioned above. In this paper, we implement the Human Activity Detection system in both still images and video with 

mentioned three human actions. Further processing, we will be adding more action types. Adding more action types will add more 

variety. 

 

 

IV. LITERATURE SURVEY 

 

4.1 Human Activity Analysis using Machine Learning Classification Techniques: 

                                                                       (Zameer Gulzar, A.Anny Leema, I.Malaserene, December-2019) 

In recent times, smartphones have played a vital role in recognizing human activities and have become a well-known field of 

research. This article provides a detailed overview of various research papers on human activity recognition. The data chosen 

is multivariate, and we have applied different machine classification techniques Random Forest, KNN, Neural Network, 

Logistic Regression, Stochastic Gradient Descent, and Naïve Bayes, to analyze human activity. Feature selection reduces the 

dataset's dimension in addition to building AI models. We calculated precision and recall and made a Confusion Matrix for 

each model. Experiment results proved that the Neural Network and logistic regression provide better accuracy for human 

activity recognition than other classifiers such as k-nearest neighbor (KNN), SGD, Random Forest, and Naïve Bayes. 

However, they take higher computational time and memory resources. 

 

4.2  Real-Time Object Detection using YOLO: 

                                                                                                                          (Upulie H.D.I, Lakshini Kuganandamurthy, May-2021) 

With the availability of enormous amounts of data and the need to computerize visual-based systems, research on object 

detection has been the focus for the past decade. Since 2012, the growth of Convolutional Neural Networks (CNN) has 

accelerated this need. With various CNN network architectures available, the You Only Look Once (YOLO) network is 

famous for many reasons, mainly its speed of identification applicable in real-time object identification. This paper reviews 

the fundamental structure of CNN algorithms. An overview of YOLO's real-time object detection algorithm and architecture 

models can remove highlights and discover objects in each given image. These models can solve deformity identification, 

instructive/ learning application creation, etc. 

4.3 Latest Research Trends in Fall Detection and Prevention Using Machine Learning: 

                                                         (Sara Usmani, Abdul Saboor, Muhammad Haris, Muneeb A. Khan, Heemin Park, July-2021) 

Falls are unusual actions that cause a significant health risk among older people. The growing percentage of old age people 

requires urgent development of fall detection and prevention systems. The emerging technology focuses on developing such 

strategies to improve quality of life, especially for the elderly. A fall prevention system tries to predict and reduce the risk of 
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falls. In contrast, a fall detection system observes the fall and generates a help notification to minimize the consequences of 

falls. Many technical and review papers exist in the literature with a primary focus on fall detection. 

Similarly, several studies are relatively old, focusing on wearables only, and use statistical and threshold-based approaches 

with a high false alarm rate. Therefore, this paper presents the latest research trends in fall detection and prevention systems 

using Machine Learning (ML) algorithms. It uses recent studies and analyzes datasets, age groups, ML algorithms, sensors, 

and location. Additionally, it provides a detailed discussion of the current trends of fall detection and prevention systems with 

possible future directions. This overview can help researchers understand the existing systems and propose new methodologies 

by improving the highlighted issue. 

 

4.4 A New Video-Based Crash DetectionMethod: Balancing Speed and Accuracy Using a Feature Fusion Deep Learning 

Framework: 

                                                  (Zhenbo Lu, Wei Zhou, Shixiang Zhang, Chen Wang, November-2020) 

Quick and accurate crash detection is essential for saving lives and improved traffic incident management. This paper 

developed a feature fusion-based deep learning framework for video-based urban traffic crash detection tasks to balance 

detection speed and accuracy with a limited computing resource. A residual neural network (ResNet) changed into mixed 

with interest modules as a part of this framework. To extract crash appearance features from urban traffic videos (i.e., a 

collision appearance feature extractor), which then used to feed into a spatiotemporal feature fusion model, Conv-LSTM 

(Convolutional Long Short-Term Memory), to simultaneously identify appearance (static) and motion (dynamic) crash 

features. +e proposed version changed into trained through a set of videos masking 330 crashes and 342 non-crash activities. 

In general, the proposed model achieved an accuracy of 87.78% on the testing dataset and an acceptable detection speed (FPS 

> 30 with GTX 1060). +anks to the attention module, the proposed model can capture crashes' localized appearance features 

(e.g., vehicle damage and pedestrian fallen-off) better than conventional convolutional neural networks. +e Conv-LSTM 
module outperformed conventional LSTM in capturing motion features of crashes, such as the roadway congestion and 

pedestrians gathering after hits. Compared to the traditional motion-based crash detection model, the proposed model achieved 

higher detection accuracy. Moreover, it could detect crashes much faster than other feature fusion-based models (e.g., C3D). 

+e results display that the proposed model is a promising video-based urban visitors crash detection set of rules that might 

use in practice within the destiny. 

 

 

 

V. METHODOLOGY 

 

Human activity detection plays an essential role in this modern technology era. It's a large field for research. Nowadays, it 

has become a rising topic in the human interaction area. For the past decades, many researchers have been working on this 

topic. Computers don't have the brain to detect anything. They can't read the humans mind. They only give us the output for 

what we trained for them. If the computer can understand the activity of humans, it can bring a lot of positive changes in the 

field of IoT. Nowadays, HAR is creating big chaos in the technology field. Methodology of Human Activity Recognition 

includes several processing steps: taking the input, identifying similar patterns, comparing the frames with the Coco dataset, 

recognizing the video frames' actions, and detecting those actions using Cnn. Our thesis and research topic is "Human Activity 

Recognition ."It can be interacted with and implemented with the various algorithms & fields of deep learning, machine 

learning, Image processing, and neural network. We will use the python programming language to implement our algorithm. 
We use the YOLOv4 approach for better and faster detection. We use Google Colab for free and quick GPU acceleration, 

speeding up the data training. 
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5.1  Data Collection Procedure 

                    We had to collect a lot of data in different conditions, complex backgrounds, surroundings, the hospital, and 

another environment. So that this proposed work can give us the best accuracy at any location, we divide into different 

groups. We try to capture as much data as possible divided into three groups. 

 

 

 

 
Fig 5.1: Data collection process 

 

 

5.2  Capturing the Frames 
The human actions accomplished in a very video enter area unit divided into frames at positive intervals of 

your time. These frames are captured and taken as input to the CNN model to identify similar patterns by pooling them 

into certain classes of actions. 

 

 

5.3  Dataset 

A Coco dataset consisting of 400 human activities is employed to predict and compare the input data. From youtube 

recordings, they take the coco datasets. The activities are human focuses and cover a broad scope of classes. It includes 

human-object communications, such as mowing the lawn, washing dishes, and human actions. For example, e.g., Since the 

dataset is vast and downloading each clip would be a waste of time, we already have pre-trained models by the original 

author. It will be easier and provide accurate results when working on the pre-trained model than training and tuning it 

separately. 
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5.4  YOLO detection architecture 

            In this topic, we will discuss further YOLOv4 along with the architecture. All of the YOLO data models are 

activity/object detection datasets, and the training is given to those datasets to search for a subset of the object class. 

                                                                

 

                                                               
Fig 5.4: 

YOLO Cnn 

Architecture 

(Retrieved 

from: 

https://shortest.link/2kw2) 

 

 

Most people in the research field are still used to the YOLOv3, which gives us an excellent result. But the YOLOv4 had 

improved the fidelity and momentum of the two main attributes we generally use to qualify how the architecture and 

algorithms perform. The YOLOv4 is a further improved approach to object detection, and this applies a single CNN to an 
entire frame collected from video or just captured by a camera into the grid. 

 

 

 

5.5  Recognition of the Action 
The DarkNet model uses the Coco dataset to compare similar patterns in the input data frames captured in the intervals. 

CNN can identify similar patterns through pooling layer by layer, and the specified actions assort into classes of human 

activities.  

 

 

 

 

 

VI. KEY FUNCTIONS 

 

Pre-trained: To recognize human actions, the model is pre-trained. 

Feature Extraction: Similar patterns are identified based on the image frame captured. 

YOLOv4: For Real-Time Object Detection. 
DarkNet: For making Real-Time predictions. 
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VII. OTHER SPECIFICATION 

 

 

      7.1 Benefits 

              Activity recognition is the basis for developing many potential health, wellness, or sports applications. 

 
 

VII.2 Limitations 

 

1. Many Data Required 

2. Too many Activity trains overlap the detection. 

3. Require very high-performing GPU and CPU for local PC tests. 

 

 

VII.3 Applications 

 

1. This HAR system is handy for a health monitoring system. 

2. As a surveillance system it can provide intelligence. 
3. TI Applications can also use it. 
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VIII. CONCLUSION 

 

In this paper, the proposed report focuses on Computer Vision to predict the activities of the action on videos. It focuses on 

recognizing simple activities like normal ones using image processing techniques. This proposed work will provide the required 

drive for efficiently identifying human action in real-time. We assessed a continuous methodology for human movement 

identification, picture arrangement dependent on YOLOv4 (You Only Look Once) from complex scenes.   The techniques 
approved with our challenging dataset there are many jumbles and uproarious information for checking more exactness. It can 

recognize more than one individual's various exercises utilizing additional jumping encloses a solitary picture. In the future, we 

are planning to add more features in this proposed work that would make this more usable and would revolutionize the human 

activity monitoring system. Throughout every framework, there is an opening for future development. In the future, this framework 

will be quicker and more productive, and diminishing handling time is one of the significant issues.  

 

 

IX. FUTURE WORK 

 

Activity recognition is the basis for developing many potential health, wellness, or sports applications. 

Collecting various devices' information for health monitoring can be done by analyzing a person's activity.HAR is used to 

discover similar patterns, which are the variables that determine which action the human performs.HAR can be used for robotic 

automation, making it easier to train a robot to interact with humans and objects. The appliance of prediction in this proposed 

work makes it more usable and useful for security purposes. Our future work also focuses on finding a metric to help the action 

recognition complete within a few frames. Thus the classification stops automatically for the particular action. We will also focus 

on improving action recognition with the help of object detection in brackets so that it can detect more complex human activities. 

Movement of objects or Euclidean distance between centers of moving objects and humans can also provide more information 

about activities occurring in the video. 
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