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Abstract—In recent time, online social networks like, 

Facebook, Twitter, and other platforms, provide functionality 

that allows a chunk of information migrates from one user to 

another over a network. Almost all the actual networks exhibit 

the concept of community structure. Indeed overlapping 

communities are very common in a complex network such as 

online social networks since nodes could belong to multiple 

communities at once. The huge size of the real-world network, 

diversity in users profiles and, the uncertainty in their behaviors 

have made modeling the information diffusion in such networks 

to become more and more complex and tend to be less accurate. 

This work pays much attention on how we can accurately 

predicting information diffusion cascades over social networks 

taking into account the role played by the overlapping nodes in 

the diffusion process due to its belonging to more than one 

community. To solve that problem and predicate the rumor 

diffusion process, we propose a novel game theory-based model, 

called Equal Responsibility Rumor Diffusion Game Model 

(ERRDGM), to simulate the rumor diffusion process. Our 

experiment results indicate that our ERRDGM model can give a 

more accurate rumor diffusion predication results not only from 

the diffusion scale but also from the social network structure. 

Keywords— equal responsibility, game theory, online social 

network, Rumor diffusion 

I. INTRODUCTION  

With the inception of Web 2.0 [1] and the increasing ease 
of access methods and devices, more and more people are 
getting online, making Web indispensable for everyone. The 
globally accepted new technology paradigm, SMAC (Social 
media, Mobile, Analytics and Cloud) generates an infinite 
ocean of data spreading faster and larger than earlier [2]. 
Active participation is a key element that builds the social web 
media. Numerous social networking sites like Twitter, 
YouTube and Facebook have become popular among the 
masses. It allows people to build connection networks with 
other people & share various kinds of information in a simple 
and timely manner. Today, anyone, anywhere with the 
Internet connection can post information on the Web. But like 
every coin has its two sides, this technological innovation of 
social media also has some good as well as bad aspects. We 
are really benefited by social media but we cannot oversee its 
negative effects in society. 

Most people admire it as a revolutionary invention and 
some seem to take it as a negative impact on the society. As a 
positive case, these online communities facilitate 
communication with people around the globe regardless your 
physical location. The perks include building connection in 

society, eliminating communication barriers and helping as 
effective tools for promotion whereas on the flip side privacy 
is no more private when sharing on social media.Due to the 
ubiquitous and over dependence of users on social media for 
information, the recent trend is to look and gather information 
from online social media rather than traditional sources. But 
there are no means to verify the authenticity of information 
available & spreading on these social media platforms thus 
making them rumour breeding sources. A rumour is defined as 
any piece of information put out in public without sufficient 
knowledge and/or evidence to support it thus putting a 
question on its authenticity. It may be true, false or unverified 
and is generated intentionally (attention seeking, self-
ambitions, finger-pointing someone, prank, to spread fear & 
hatred) or unintentionally (error). Further, these can be 
personal as well as professional. Knapp [3] classified 
Rumours into three categories, namely, pipe dream, bogy and 
wedge driving for describing intentional rumours. 

 

Fig. 1 Cascading effect on Rumour 

Rumour detection and mitigation has evolved as a recent 
research practice where the rumour has to be recognized and 
its source has to be identified to limit its diffusion. It is 
essential not just to detect and deter, but to track down the 
rumour to its source of origin. Various primary studies with 
promising results and secondary studies [4, 5] have been 
reported in this direction. A typical rumour analysis task 
consists of four components: 

(1) Rumour Detection: where potential rumours are 
recognized 

(2) Rumour Tracking: monitors the tweet, filters and 
captures related posts 
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(3) Stance Classification: determines the orientation of 
user’s view as “in favour”/ “against” 

(4) Veracity Classification: knowledge is garnered based 
on the selection of significant features and 
subsequent classification is done to determine the 
actual truth value of the rumour. 

II.  LITERATURE SURVEY 

There has been very little work done in automatic 
detection of new emerging rumour. Most existing method 
detects a priori rumour (e.g., Obama is muslim) where 
classifier is feed with predefined rumour, then classifier can 
classify post based on keyword(Obama and muslim) of 
predefined rumours. We study and analyse existing method to 
detect rumour in social media and we represent summary of 
all that methods in this section. 

Qazvinian et al. [1] gave a general framework which 
predicts whether a given statement is rumour related or not 
and if rumour related then finds that user believe this rumour 
or not. In this paper, they mainly explore the effectiveness of 
three categories of features (1) content based, (2) network 
based and (3) twitter-specific memes for identifying rumours. 
In network based features, they focus user behaviour on 
twitter. They also consider user who retweets, because a tweet 
is more likely to be rumour if it posted or re-tweeted by user 
who has history of posting or re-tweeting rumour. They 
consider hashtag and URL as features in twitter-specific 
memes category. They calculate the log likelihood ratio of 
each tweet. Likelihood ratio expresses how many times more 
likely the tweet belong to positive model than negative model. 
Using various features, they perform 5-fold-cross-
validation.In feature analysis, they find that user history can 
be a good indicator of rumour. This work is limited to a priori 
rumours. This approach is not effective for new emerging 
rumours. 

Takahashi et al. [2] described how rumours spread after an 
earthquake. They also discussed characteristics of rumours 
spread after disaster. Based on characteristics, they defined a 
system that finds rumour candidates from twitter. They 
consider two rumours during earthquake disaster and analyse 
it thoroughly. They found that „When people retweet a 
retweeted tweet, it has higher possibility as a rumour 
comparing with their followings‟ tweets‟. They showed that 
after correcting tweet posted about a rumour, that correcting 
post will spread faster than rumour. They told that the high 
value of re-tweet ratio can be a clue to find rumour. They also 
find word difference in rumour and correction post. In their 
proposed model, they first applied named entity recognition to 
all tweets and extracted named entities which occurred more 
than 30 times in a day. These named entities were then used as 
target in further experiment. Then they filter these tweets by 
re-tweet ratio more than 0.80. Then they again filter by clue 
keyword „false rumour‟ to find rumour from candidates. 

Aditi gupta et al.[3] analysed fourteen high impact news 
events in twitter of 2011 and find its credibility. They used 
linear regression analysis to find content and source based 
features. Content based features were number of unique 
characters, swear words, pronouns, and emoticons in a tweet, 
and user based features were number of followers and length 
of username. They applied a supervised machine learning 
algorithm (SVM-Ranking) and feedback approach to rank 
tweets. Their performance increased when they apply re-

ranking strategy (Pseudo relevance feedback). Their main 
limitation is that they need human annotator to obtain ground 
truth of each event. This model works on predefined rumours. 

Suhana et al. [4] collects tweets containing false 
information posted during London riots 2011 from twitter and 
then extract content based and user based features from tweets 
and then also reduce features that classifies data more 
efficiently. They found that content based feature contributes 
more than user based features. They train supervised 
classification algorithm J48 classifier based on features and 
classify tweets as rumour and non-rumour and then find origin 
of rumour tweets but they didn‟t get sufficient data to test 
„finding of origin‟ because most of the accounts which 
previously posted rumour has been already blocked. They get 
87% weighted avg. accuracy for both rumours and non-
rumours for training dataset and get 88% accuracy on reduced 
features. 

Zhao et al. [5] detect rumours based on enquiry response 
from real-time data. They design some generalise regular 
expressions that may arise in response to a rumour post based 
on fact that generally more question arise in rumour more than 
valid news. They propose a procedure that has five steps (1) 
Identify signal tweets: find response tweets that match pre-
defined enquiry pattern, (2)cluster signal tweets: Make cluster 
of all these signal tweets, (3) Detect statement : derive a 
statement from each cluster that represent all tweets in that 
cluster, (4)Capture non-signal tweets: collect non-signal 
tweets that doesn‟t match regular expression but is related to 
derived statement that makes candidate rumour cluster and 
(5)Rank candidate rumour cluster: Using statistical features of 
the cluster, they rank the clusters by their likelihood of really 
containing a disputed factual claim. This procedure works on 
realtime data. It is not necessary that all rum ours have 
enquiry response. So it has very low recall but high precision. 

Jing Ma et al. [6] proposed a deep learning framework for 
rumour debunking. Proposed model is based on RNN for 
learning the hidden representation that based on contextual 
information of relevant post over time. This RNN based 
model classifies microblog events into rumours and non-
rumours so they detect rumours at event level not individual 
tweet level. They develop RNNs of three different structures 
tanh-RNN, single layer LSTM and GRU(LSTM-1, GRU-1) 
and Multi-layer GRU(GRU-2). They compare proposed 
model with SVM-TS, DT-Rank (zhao et al.), DTC, SVM-
RBF and RFC. They showed that their proposed model 
outperform all the base lines on both datasets (twitter and sina 
weibo). TanhRNN achieves 82.7% accuracy on twitter data. 
Out of their four proposed structures, GRU-2 outperforms all 
other three. GRU-2 can detect rumours with accuracy 83.9% 
for twitter within 12-hours. 

Zubiaga et al. [7] proposed a context-aware rumour 
detection model that uses a sequential classifier CRF to detect 
new rumours in new stories. They build this model on 
hypothesis that tweet alone may not sufficient to classify it as 
rumour or non-rumour, context related to that tweet is more 
significant. The input to CRF is Graph: G(V,E). They use two 
types of features, content based and social based.They analyse 
the performance of CRF as a sequential classifier on five 
twitter dataset related to five different news stories to detect 
new tweet that constitutes rumour. They set min retweeet ratio 
of each tweet as 100. Performance of proposed model is 
evaluated by computing precision, recall and F1-score for the 
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target category (rumour). This model is restricted to highly 
retweeted tweets and when tweet is related to new event 
whose context is not there, then model may not perform well. 
CRF also suffers from cold start problem. 

III. PROPOSED MODEL 

In this section, we build a game theory model to 
simulate the rumor diffusion process. The advantage of our 
approach is that we model each diffusion node to capture the 
diffusion influence of microcosmic individuals. 

In Weibo, most users want to share their feelings 
and opinions. From the view of game theory, those sharing 
behaviors aim to get benefits including obtaining more focus, 
obtaining more fans and becoming an opinion leader. 
Compared with other kind of contents, rumors often come 
from some hot topics with some fabrications and 
falsifications, and their contents include some shocking 
messages which catch people’s fancies. Although people will 
not easily believe a message from social network space, most 
famous rumors contain enough shocking messages which 
encourage people to diffuse them to achieve more focuses 
from others. Therefore, unless users believe that a post is a 
rumor, many users would like to diffuse a post with more 
benefits. From the view of game theory, rumor diffusion 
behavior not only achieves gain but also suffers loss. The 
gain is obtaining more fans and focuses from social media, 
and the loss is that the public trust will decrease if the 
behavior of rumor diffusion is confirmed. 
 

 
 

Fig.2 Game theory based rumor diffusion predication 

process. 

To simulate the rumor diffusion process, we 
consider two game players, current user and his/her 
neighbors, who perform the rumor diffusion process in social 
networks. The rumor diffusion predication process is shown 
in Figure 2 and the diffusion process is detailed as follows: 

First, when a rumor is received by a social network 
user, the user will play game with neighbors to decide his/her 
revenue in game.  

Second, by performing the game process for each 
user, we build a diffusion lattice which shows the predicated 
rumor diffusion path.  

Finally, we build the rumor diffusion predication 
graph in a social network which indicates the diffusion scale 
and network structure of rumor diffusion.  

Considering two different revenue functions in our 
game theory based rumor diffusion predication process, we 
proposed two different diffusion model, Basic Rumor 
Diffusion Game Model (BRDGM) and Equal Responsibility 
Rumor Diffusion Game Model (ERRDGM). 

In this model, we think that there are two game players, 
current user and his/her fans who don’t diffuse a rumor in 
social networks. Those players undertake their own 
responsibility of diffusing a rumor. The diffusion model is 
defined as follows: Assume that nodei denotes the ith node 
who receives a rumor in social networks, fans(i) denotes the 
fans of nodei and the number of fans is ni . For nodei , there 
are two strategies, retweet and non-retweet. For those fans, 
the game strategies is Sn = {0, 1, . . . , m}, which indicates 
the number of fans who will retweet the rumor in the future 
and m is the number of fans who don’t retweet the rumor. 

When nodei diffuse the rumor, it will obtain revenue u 
and risk v, here v denotes a penalty term which obeys normal 
distribution. Because each player undertakes his/her own 
responsibility of diffusing a rumor, the risk v is undertaken 
by nodei . 

 

A.Data Acquisition: 
To evaluate the system using the aforesaid learning 
techniques, two datasets have been examined. Firstly, a 
dataset with random viral tweets obtained from the first 
module. It includes 300 tweets on social and political issues, 
annotated for veracity as true, false and unverified. The 
benchmark corpus, SemEval 2017 Task 8.A- RumourEval 
dataset [6], has been additionally used to aid an improved 
critical assessment of the selected supervised techniques 
used. This dataset consists of 5568 labeled tweets. This 
dataset contains ten different topics; each of which has 
several rumorous originating tweets. 
 

B.Pre-processing 

Pre-processing of the data is done by replacing URLs, 
mentions, hashtags and numbers in tweets with placeholders 
in order to capture the presence of URLs but not the specific 
details offered by these entities. Further, we employ 
tokenizing and stemming [35]. Tweet tokenizers are 
especially useful as they have been developed keeping 
Twitter‟s Internet “lingo” in mind. Additionally, all non 
ASCII-English characters are removed, to keep the domain of 
the data specific to the English language. Initial qualitative 
analysis of the dataset reveals that social network in 
cascading rumours is often significant when the users are 
conversing amongst themselves. Also, they may signify the 
named entities. Hence, ignoring mentions in the tweets would 
lead to loss of information. 

 
C.Feature Extraction 

This phase identifies the characteristics of the datasets that 
are specifically useful in predict the actual truth value of the 
rumor. The main aim is to find the distinguishing features 
that can categorize the rumour into true/false/unverified. 
Three different varieties of features (contentbased, pragmatic 
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& network-specific) are used to automate the identification of 
rumour veracity adeptly: 
Content-based features: These include the lexical (Part-of-
Speech) and syntactical features (Bag of Words, term-
frequency); negation relationship (syntactic and diminsher). 
Pragmatic features: These involve the semantic features such 
as emoticons, sentiment,anxiety related words and Named 
Entity. 
Network-specific features: It involves two kinds of metadata: 
(i) User metadata: Account Verification Status; Follow Ratio; 
Posts Count 
(ii) Message Metadata: Hashtag, URL link, Quantifiers 
 

 
Fig. 3 Feature Set for Veracity Classification 

Each tweet feature described above is extracted along with its 
class label. These are used by the classifiers either for 
learning purposes when they are run in training mode or for 
prediction if they run in testing mode. 
 

IV.EXPERIMENT RESULTS AND ANALYSIS 

To test the performance of our model, we perform both 
breadth first and depth first method for both BRDGM model 
and ERRDGM model. 
From the experiment results, we can have the following 
conclusions: 
(1) The ERRDGM model is better than the BRDGM model. 
Compared with the BRDGM model, the cover degrees of 
rumor diffusion predication are improved 6%, 6% and 6% for 
rumor 1, 2 and 3 respectively while the precisions are the 
same. It indicates that Equal Responsibility is an important 
factor in rumor diffusion. When users find that more and 
more users retweet a rumor, they will feel less social 
responsibility in retweet an unsure information and gain more 
revenues by the retweet behavior. This result also accords 
with the concept ‘‘herd mentality’’ which describes how 
people can be influenced by their peers to adopt certain 
behaviors on a largely emotional, rather than rational in social 
psychology 
(2) The ERRDGM model is better than the SIR model. 
Compared with the SIR model, the cover degrees of rumor 
diffusion predication are improved 9% and 1% for rumor 2 
and 3 respectively. But for rumor 1, the cover degree and 
precision of ERRDGM are decreased 1% and 5% 
respectively. The results in Figure 5 and 6 show that the 

ERRDGM model is better in the condition of small diffusion 
network. 
(3) The simulated diffusion networks are similar to the true 
diffusion networks. These results indicate that our approach 
can effectively predicate the rumor diffusion scale and 
network structure. 
(4) Since the cover degree of breadth first and depth first are 
similar, the diffusion scale has no clear relation to the 
diffusion sequence, it more relates to the user’s attribute and 
circumstance. 
 

 
 
Fig. 4Classifier Performance Results for Random Tweets 

 

 
 

Fig.5Accuracy (Random Tweets) 

 

V.CONCLUSION 
Rumor diffusion predication is a challenge work because of 
the complicated social network structures and individual 
diffusion purposes. To simulate the rumor diffusion process 
at the beginning stage of rumor diffusion, we use game 
theory to model the diffusion revenue and propose an 
ERRDGM model which is based on the assumption that the 
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spreaders will share the responsibility of diffusing a rumor. 
The experiment results show that our model can effectively 
simulate the rumor diffusion process in social networks and 
the simulated results are similar to the true diffusion 
networks. However, in our model, the attribute of individual 
is not considered. Therefore, in our future work, we will use 
the users’ posts to build users’ profiles which help us to 
deeply consider why an individual will diffuse a rumor. 
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