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Abstract: The main goal of the project is to predict the solar power output of the solar panel depending on prevailing 

weather conditions using some Machine Learning algorithms for the purpose of optimizing and adapting the power 

consumption so as to strike a good balance between solar power supply and demand. For predicting the power output, 

the following parameters are measured with the help of an Arduino-based sensor unit -Temperature, Pressure, Light 

intensity and Relative humidity. Apart from them as well, cloud coverage, visibility, and dew point, and we add wind 

speed is also taken into consideration which we collect from the weather forecast that help a lot. In order in an attempt 

to train the Machine Learning algorithms, a dataset using the above parameters will be formed hopefully. As renewable 

energy is gaining a lot of ground rapidly, it becomes necessary for us interestingly to make solar systems reliable kind 

of. By predicting the power output of the panel we can plan a Necessary alternative accordingly as well, making the 

system more reliable indubitably. Solar energy prediction is significant in enhancing the competitiveness of solar power 

plants in the energy market indeed, and decreasing reliance on fossil fuels in socio-economic development largely. Our 

work is aiming to accurately predict the solar energy. 

IndexTerms–MachineLearning, SolarPower, Arduino Uno, PythonJupyterNotebook, Sensors. 

 1. INTRODUCTION 
Solar, which is a form of renewable energy, is rapidly gaining ground like never before.This makes it even more 

importantly significant for us, to equip ourselves with the latest technologies that can improve the reliability of solar 

systems. Solar energy prediction is a key element, quite essential, in enhancing the competitiveness of solar power 

plants in the energy market, and decreasing reliance on fossil fuels in socio-economic development. The main aim 

of this project is to accurately predict the solar energy. By predicting solar power, various activities that require 

power consumption can be scheduled well in advance depending on their needs. If in case the weather conditions 

are unfavorable, resulting in inadequate power generation, alternate energy backup can be very well planned so as 

to avoid any disruptions in the activities. With the growing deployment of solar energy into modern grids, PV solar 

energy prediction has become increasingly important to deal with the volatility and uncertainty that are associated 

with solar power in these systems. The grid can very well use the models to plan generator dispatch schedules well 

in advance the use of real-time prediction allows to adjust well to changes in production and to react to complex 

events of exceptionally high or low load consumption. In addition, it decreases significantly the amount of operating 

reserves that are needed by the system thus reducing the system balancing costs.  

PROBLEM STATEMENT  
If any factory initiates the work using solar power, the power generated by the panels may or may not match  the required 

power to complete a specific task in an industry. In those cases, the work may get interrupted in between before the 

completion of the whole tasks, it may winds to heavy loss. So, this project work aims to accurately predict the solar 

energy forecasting. This can be done using Machine Learning algorithms for optimizing and adapting the power 

consumption so as to strike a balance between solar power supply and demand. 

 

OBJECTIVE OF THE PROJECT 
To prognosticate the solar power of the solar panel depending on prevailing atmospheric conditions using Machine 

Learning algorithms. To prognosticate solar power, different factors are estimated using an Arduino-grounded LDR 

detector to measure Light Intensity, a BMP180 Detector for Pressure, a DHT11 Detector for Temperature and 

moisture, and a Solar panel to determine Solar power. To train the Logistic Retrogression, Decision Tree, and KNN 

model, a dataset using the below parameters will be prepared. As renewable energy is gaining ground fleetly, We 

need to make solar systems dependable. By prognosticating solar power. We can plan a necessary volition 

consequently, making the system more dependable. 
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2. EXISTING METHODS AND IT’S LITERATURE SURVEY 
Past thinks about have investigated comparable destinations utilizing elective strategies. Be that as it may, to improve 

forecast exactness and framework flexibility, we are receiving Machine Learning calculations in this paper. 

 

i. Past-Predicts-Future Show (PPF): Past-Predicts-Future show (PPF), which employments the past day sun based 

escalated to anticipate the another day sun oriented escalated. Past predicts future models are regularly utilized when 

estimates are not accessible, since the past could be a sensibly great pointer of the longer term on the off chance that the 

climate does not alter. Whereas  they are exceedingly exact in the event that climate conditions don't alter, the models 

are not able to anticipate exceptional changes in the climate. [ Navin Sharma, Pranshu Sharma, David Irwin, 

Prashant Shenoy, “Predicting Solar Generation from Weather Forecasts Using Machine Learning”. ] [1] 

 

ii. The Cloudy Model: The cloudy model could be a basic demonstration that employments as it were the sky 

condition as premise for the forecast. The cloudy model is more exact than existing variations of PPF. It doesn’t join 

data from numerous climate measurements and their affect on sun powered escalated. Whereas this show is able to 

foresee any changes in climate, it doesn’t join data from numerous climate measurements and their effect on sun oriented 

escalated. [ Navin Sharma, Pranshu Sharma, David Irwin Prashant Shenoy, “Predicting Solar Generation from 

Weather Forecasts Using Machine Learning”. ] [1] 

iii.Least Square Linear Regression: Least Square Linear Regression could be a machine learning calculation 

based on supervised learning. It performs a relapse errand. This can be used to predict the exact esteem of the 

subordinate variable (sun based control) which may be a work of a few autonomous factors.  It is less demanding to 

actualize, decipher and effective to prepare. Relapse models are target expectation esteem based on autonomous 

factors. [Suruchi Dedgaonkar, Vishal Patil, Niraj Rathod, Gajanan Hakare & Jyotiba Bhosale, “Solar Energy 

Prediction using Least Square Linear Regression Method”, International Journal of Current Engineering and 

Technology, Vol.6, No.5 (Oct 2016), E-ISSN 2277–4106, P-ISSN 234 –5161. ] [3] 

3. Solar Power Output Prediction Using Machine Learning Algorithms 

The methodologies such as Logistic Regression, KNN and Decision Tree are implemented. 

i.Logistic regression: Logistic regressions may be a factual strategized utilized for demonstrating the relationship 

among a subordinate variable and one or more autonomous factors. The objective of calculated relapse are to discover 

the line of best fitting that represents the relationships among the factors, and can be utilized for forming predictions 

about the subordinate variable based on values of the free variables! 

                                                                            y = b0 + b1 * x  

                                                    
                                                   Figure 1: Logistic Regression Model 

ii. Decision Tree: A decision tree may be a sort of machine learning calculation that's used for classification and 

relapse issues. It could be a tree-like show that comprises of an arrangement of choices or parts, spoken to by inside 

hubs, and results or forecasts, spoken to by leaf hubs. decision trees are basic to get it and decipher as appeared in 

fig 2, and they can handle both numerical and categorical factors. Here, the anticipated Sun powered Control is 

classified in three ways such as Moo, Medium, and Tall. 

                                         
                                                 Figure 2: Decision Tree Model   

iii. K-Nearest Neighbors: K-Nearest Neighbor (k-NN) is an easy but good machine learning algorithm applied for 

both classification and regression tasks. It is a non-parametric and case-based learning method, indicating it doesn't make 
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strong assumptions about the basic distribution of the data and instead relies on the data instances themselves during 

training and prediction.     

                                                      
                                                 Figure 3: K Nearest Neighbor Model 

 

  4. IMPLEMENTATION OF THE SOLAR POWER OUTPUT PREDICTION USING  

    ARDUINO BASED SENSORS AND MACHINE LEARNING MODELS 
In this chapter the equipment and computer program depiction were examined together with the square  graph for the 

preparation of dataset and clarified the reason of each square. Within the same chapter the clarification of Arduino 

Uno, sensor units, sun oriented board, Arduino IDE and Python Jupyter Notepad are given with usage of extend.        

                         
                                       Fig 4: Block diagram for Dataset Preparation 

The fig 4. shows the block diagram shows about the dataset preparation and prediction of the model based on the 

machine learning algorithms of the project. 

 

  I Data Set Preparation: 
In this extend to begin with the dataset is ready by utilizing diverse parameters like Light Escalated from the LDR 

Sensor, Weight from BMP180 Sensor, Temperature and Relative Mugginess from DHT11 Sensor utilizing Arduino as 

appeared in piece graph fig 6. The Arduino board is modified with Arduino IDE by utilizing C dialect to degree the over 

parameters with their particular code as shown in figure alongside parameters the Sun based Control is measured by 

utilizing sun oriented board. In arrange to prepare the show for that, we employ machine Learning calculations, and a 

dataset utilizing over parameters will be formed. In addition, the wide run of parameters considered for planning the 

dataset makes our demonstration more bonafide and exact. Firstly, Sun oriented board is exposed to the sunlight and the 

introduction of sun powered board is additionally critical. It is to guarantee that it covers the greatest zone in uncovering 

to the sun. With the offer assistance of a multimeter the Current(I) and Voltage(V) are measured, at that point the control 

is calculated as appears within the fig 5.                                                

  Power = Voltage * Current                                                   

            
  

Figure 5:Measuring solar power using Multimeter            Figure 6:Collecting Atmospheric data using        

Sensor From solar Panel.                                                                       Unit. 

The sensor unit is associated with the Arduino UNO with the assistance of breadboard and interfacing wires,and 

interfaces with the Arduino IDE Computer program. The control from the sun-based board and information from the 

sensor unit are recorded simultaneously and organized to create the dataset. Presently, it is got to indicate the input and 

yield columns of the dataset where comparing values of the sensor are arranged in their particular columns without any 

bungles. The Dataset is ready in such a way that, minimization of mistakes is thought to be maintained and no copies 

are permitted. The dataset test which is ready for preparing the Machine Learning Models as appears within tables 

utilized for Calculated Replace and KNN models. 

http://www.ijsrem.com/
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Table 1 :Data set for KNN and Logistic Regression   Table 

2: Data set for Decision Tree Algorithm 
 

As both of the tables contains the data that need to be trained to the Machine Learning Algorithms that we have proposed 

like KNN ,Logistic Regression, Decision Tree. 

 

  5. TRAINING MACHINE LEARNING ALGORITHMS: 

In this paper, an alternate step is prognosticating the model grounded on a machine literacy algorithm. In the training- 

phase the dataset which is set is given to the machine literacy model to train the model with the training and testing 

datasets split into 50 and 50 probabilities. The machine literacy models are trained by the datasets which are prepared 

before as they will be shown in further steps of the paper.                   

      

     

                                                                                                                            

      

                 

                                                                          Fig 7:  Training The Algorithms 

                          

                 Importing Required Libraries for the Machine Learning Models: 

                 
                                                                     Fig 8: Logistic Regression 

                                     

                    
                                                                        Fig 9: K Nearest Neighbors 

    Machine Learning 

Algorithms And its models Data Set Trained Model 
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                                                                          Fig 10: Decision Tree  

                             

                Training Machine Learning Models: 

 

                                    

                                    

                                  
                                                                  Fig 11: Logistic Regression 

 

                                    

                                        

                                             
                                                                             Fig 12: KNN    

                  

                                          

                                             

                                            
                                                                          Fig 13: Decision Tree 

 

                Testing Phase of the Trained Models: 

                                       

                                  
                                                                      Fig 14: Logistic Regression 
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                           Fig 15: Decision tree                                                                               

 

            

                  

                    Fig 16: KNN Algorithm 

                

                     
                As shown in above Figures both the testing and training phases are done and now we are about to know the   

                accuracy results that each of the Algorithms carried out by training the algorithms. 

                 

               6. RESULTS 
                By Analysing the results of the trained models of every Machine learning algorithm we can clearly conclude      

                that KNNAlgorithm have the highest accuracy rate as compared to the Logistic regression and Decision tree  

                model. Next we can consider that Decision Tree have high accuracy but it doesn’t provide the exact output of  

                the power its is generated.   

          

    

 
                 

                                  Fig 17: Decision Tree 

             

             Fig 18 : Logistic Regression 

                            

   Fig 19 :  KNN 
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So finally we can conclude that KNN have the more accuracy compared to Decision Tree and Logistic Regression 

model. KNN have 90% of accuracy, Decision Tree have 89% of accuracy  and Logistic Regression have 83% of 

accuracy.  

  

7. APPLICATION: SOLAR CHARGEABLE BATTERY CAR 

Solar Chargeable battery car is an easy way to save income on Guests that can be twenty spent on fuel! exhilarate in the 

comfort of your vehicle with zero emissions and no detrimental gas! Easy charges right in your sunlight during the day 

and be ready to drive all have long. Save money while contributing to a cleaner crucial.As if we use a solar car that 

which charges its battery through the sunlight which is more cost affective and it’s a open source of energy.  

 

Solar Power Output will be mainly based on the Solar Panel that we are using and it is mainly based on the size of the 

solar panel and the output that solar panel can carry.  

                                          
                                                                        Fig 20: Solar Car  

Our application's main aim is to know how much time will it take to charge a battery by using a solar panel with the help 

of sunlight. After getting the output power that we have predicted from the Machine Learning Algorithms we can know 

how much time we need to charge the battery to reach the required no of miles that we want to travel. 

By predicting the Power output prior we can know whether how much output power we can expect for the next day by 

that we can plan an alternate source of energy to charge the car battery. 

 

8.CALCULATION:  

To calculate the time taken by a solar panel to charge a 3.7 Volt battery with a capacity of 1500 mAh(Milliamphere-

hour )     

                                                        T= C/Icharge 

❖ T is the time taken to charge the battery(in hours). 

❖ C is the capacity of the battery(in ampere hours,Ah). 

❖ Icharge  is the charging current 

                

                 Conversion of Battery Capacity: At first we need to convert the battery capacity from mAh to Ah.  

                 1Ah = 1000mAh then the capacity (C) in ampere-hours is:    

 

                                                                       C=1500𝑚𝐴ℎ 1000⁄ = 1.5Ah 

                          

                  

                         
                      Applying the formula:  

                        

                       Substitute the values in 
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                   So that approximately it takes 0.556 hours it is 33.36 minutes fro a 10watt solar panel with 80%  

                   Efficiency to charge a 3.7volts 1500mAh battery. 

                   This is how one can calculate and know how much time does it takes to charge a 3.7volts battery 

                   with 1500mAh capacity.In real life it is useful to know how much output we can expect from next     

                   day as we predict the power output with the help of Machine learning Algorithms. 

 

 

 

 

                                                                    

      9.CONCLUSION:  

       In this project we have used three methods to predict the actual output of the solar power from Atmospheric   

       Parameters.By using Decision Tree, Logistic regression and K Nearest neighbor The parameter considered  

       for goodness of the model is accuracy, complexity. 

       After performing this project, we have observed that KNN shows more accuracy than compared toDecision  

      -Tree and Logistic regression.Then Decision tree show great accuracy after the KNN which is very close to  

       Knn but the biggest draw back for decision tree is it can’t show the exact number for the power output it  

       Only shows the power output in the form of L,M and H. 

       Therefore it is concluded that K Nearest Neighbor Algorithm shows the exact values of the solar power 

       output with high accuracy compared with other two Algorithms and also it is concluded that solar power  

       output is mainly depends on the light intensity of sun. Whenever the intensity is low then we can’t expect  

       good power output. 

        

       10.FUTURE SCOPE 

        Predicting solar power is crucial for various activities that need power required by them. As solar energy is  

       being used more and more in modern power distribution systems PV solar energy prediction is getting more 

       important to handle the unpredictable nature of solar power in these grids. The models for it can enable the 

       grid to schedule generator dispatching in advance, increasing the competition of solar power plants. On top 

       of that, real-time prediction allows adjusting to production changes and coping with intricate events like 

       excessively high or low load production or consumption. Furthermore, it decreases the requirement of 

       operating reserves, therefore bringing down the system's balancing expenses. With real-time solar energy 

       prediction, planners, decision-makers, and power plant operators can make quick decisions and manage the 

       systems reliably and effectively. 
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