
          
         International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 09 Issue: 06 | June - 2025                             SJIF Rating: 8.586                                    ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM50205                                                  |        Page 1 
 

Student Attentiveness Monitoring a Surveillance System for Virtual Class 

 

Prof. Anil Lohar Sir Department Of 

Computer Engineering ABMSP’S Anantrao 

Pawar College Of Engineering and Research 

Pune, India 
anil.lohar@abmspcoerpune.org 

Prajwal Baderao Department Of Computer 
Engineering ABMSP’S Anantrao Pawar 

College Of Engineering and Research Pune, 
India 

prajwalashapramodbaderao@gmail. Com 

Gorkshnath Chavan Department Of 

Computer Engineering ABMSP’S Anantrao 

Pawar College Of Engineering and Research 

Pune, India 
gorkshnathchavan10@gmail.com

 

 
Avishkar Chandgude  

Department Of Computer Engineering ABMSP’S Anantrao Pawar 
College Of Engineering and Research Pune, India 

avishkarchandgude22@gmail.com 

Sana Sayyad 

Department Of Computer Engineering ABMSP’S Anantrao Pawar College 

Of Engineering and Research Pune, India 

 sanadsayyad923@gmail.com 

 
Abstract— With the rapid shift toward online education, 

maintaining student attentiveness in virtual classrooms has 

become increasingly critical. Existing literature demonstrates 

promising advancements in computer vision–based systems 

that analyze facial expressions, eye gaze, head pose, and 

affective states to estimate student engagement However, 

many current approaches focus narrowly on visual attention, 

overlooking behavioral and contextual factors that influence 

sustained focus. This research proposes a multi-modal 

attentiveness monitoring framework integrating three 

complementary data streams: (1) visual cues (e.g., eye 

closure, gaze direction, facial emotion), (2) behavioral 

indicators (e.g., response latency to in-class polls or prompts), 

and (3) contextual metrics logged from the virtual learning 

environment (e.g., tab-switch frequency, participation in 

quizzes/discussions). Leveraging a hybrid model that 

combines convolutional neural networks (CNNs) for facial 

analysis and Long Short-Term Memory (LSTM) networks 

for temporal behavioral modeling, the framework outputs a 

continuous attentiveness score designed for instructor 

dashboards. Evaluation on a public dataset (e.g., DAiSEE) 

and a new classroom session corpus achieves over 90% 

classification accuracy in identifying 'attentive' vs. 'not 

attentive' states. The system further supports adaptive 

teaching interventions: for instance, when attention dips 

below a threshold, it can trigger interactive polls or 

highlight-of-focus reminders. The findings suggest that a 

richer, multi- modal monitoring approach not only improves 

detection accuracy but also enhances pedagogical 

responsiveness, fostering a more engaging and effective 

online learning environment. 

 

Keywords—Virtual learning environments (VLEs), Remote 

student monitoring, Attention recognition systems, 

Educational data mining (EDM), Real-time attentiveness 

analytics, Cognitive engagement analysis, Computer vision in 

education, Deep learning for behavior analysis, Facial 

landmark detection 

 

I. INTRODUCTION 
The emergence of virtual classrooms has transformed the 

landscape of modern education, offering flexibility, accessibility, 

and convenience. However, this shift has also introduced 

significant challenges, particularly in maintaining and evaluating 

student attentiveness during online sessions. 

In traditional classroom environments, instructors rely on 

physical cues such as body language, facial expressions, and eye 

contact to assess student engagement. These cues are often 

absent or difficult to interpret in a virtual setting, making it 

harder for educators to ensure that students remain focused and 

involved. 

Attentiveness plays a crucial role in the learning process, directly 

influencing a student’s ability to absorb, retain, and apply 

knowledge. A lack of engagement not only affects academic 

performance but also hampers classroom interaction and overall 

learning outcomes. As a result, there is a growing need for 

intelligent systems that can monitor and evaluate student 

attention levels in real time during online learning sessions. 

Recent advancements in computer vision and machine learning 

have made it possible to analyze visual and behavioural cues to 

estimate attentiveness. Techniques such as eye gaze tracking, 

facial emotion recognition, head pose estimation, and user 

activity monitoring offer promising pathways for building 

automated systems capable of measuring student engagement. 

However, most existing solutions focus on a single modality and 

fail to account for the dynamic and multifaceted nature of 

attention in virtual environments. 

 

II. IMPORTANCE OF TECHNOLOGY 

 

As online education becomes a cornerstone of modern learning, 

the need for advanced tools to support student engagement has 

never been more critical. Traditional methods of assessing 

attentiveness—such as verbal check- ins or periodic 

assessments—are often insufficient, subjective, and time-

consuming. The integration of intelligent attentiveness 

monitoring technology addresses this challenge by providing 

automated, objective, and real- time insights into student 

behaviour during virtual classes. This technology plays a vital 

role in enhancing the quality and effectiveness of online 

education. By using computer vision and machine learning 

techniques to analyse cues such as eye gaze, facial expressions, 

and interaction patterns, educators gain valuable feedback on 

student focus and interest levels. Such real-time feedback enables 

instructors to adjust their teaching methods dynamically, such 

as pausing to re-explain complex topics or initiating interactive 

activities when attention levels drop. Moreover, the 

implementation of this technology fosters personalized 

learning experiences. By continuously tracking attentiveness, 

the system can help identify students who may be struggling or 

disengaged, allowing for timely interventions and support. It also 

promotes data-driven decision-making in educational settings, 

supporting long- term improvements in curriculum design and 

instructional delivery. From an institutional perspective, 

attentiveness monitoring systems offer a way to maintain 

academic integrity and improve learning outcomes in remote 

environments. As online learning becomes increasingly 

mainstream, such technologies are not just optional 

enhancements—they are essential components in building 

engaging, inclusive, and effective virtual learning ecosystems. 
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III. LITERATURE REVIEW 

 
1. Paper Name: Students’ attention in class: Patterns, 

perceptions of cause and a tool for measuring classroom quality 

of life. 

Author: Neil Allison 

Description: Constructs such as engagement and flow have been 

well developed and studied in education contexts. Sustained 

attention, a distinct but related concept, has been less studied, 

particularly in the language classroom and foreign language 

medium education. In a case study involving mixed methods, 

student attention was measured repeatedly during a university 

English for Academic Purposes course. 

 

2. Paper Name: Students Attention Monitoring System 

Using AI 

Author: CHARAN V 

Description: There have been many studies in which researchers 

have attempted to classify student attentiveness. Many of these 

approaches depended on a qualita- tive analysis and lacked any 

quantitative analysis. Therefore, this work is focused on bridging 

the gap between qualitative and quantitative approaches to 

classify student attentiveness. Thus, this research applies machine 

learning algorithms (K- means and SVM) to automatically 

classify students as attentive or inattentive using data from a 

consumer RGB-D sensor. 

 

3. Paper Name: Real-Time Attention Monitoring System 

for Classroom: A Deep Learning Approach for Student’s 

Behavior Recognition 

Author: Zouheir Trabelsi 1, Fady Alnajjar 2,3, *, Medha Mohan 

Ambali Parambil 1 and LuqmanAli, Munkhjargal Gochoo 

Description: Effective classroom instruction requires monitoring 

student partici- pation and interaction during class, identifying 

cues to simulate their attention. The ability of teachers to analyze 

and evaluate students’ classroom behavior is becoming a crucial 

criterion for quality teaching. Artificial intelligence (AI)-based 

behavior recognition techniques can help evaluate students’ 

attention and engagement during classroom sessions. 

Paper Name: STUDENT ATTENTIVENESS AND 

ATTENDANCE SYSTEM 

Author: :Ms. Kirti Kushwah*1, Archit Jain*2, Ashutosh 

Kumar*3, Devyansh Sinha*4, Piyush, 

Description: TIn the current educational landscape, ensuring 

student attentiveness and engagement is crucial for effective 

teaching and learning. However, accurately measuring student 

attentiveness, especially in large classrooms, poses a complex 

challenge for educators. To tackle this issue, modern technology 

solutions have emerged, leveraging the power of Artificial 

Intelligence (AI) and computer vision techniques to introduce a 

Student Attentiveness System. This system utilizes AI 

algorithms, including Haar Cascade, DLIB, and Local Binary 

Patterns Histograms (LBPH), to carefully monitor and analyze 

students’ facial expressions and behav- ioral cues during class. 

 

4. Paper Name: Case Study on Student’s attentiveness 

detection 

Author: Chetna Khandagle 

Description: The importance of student attention in the 

educational system has in- creased. For the purpose of 

monitoring classrooms and giving teachers feedback, automated 

and effective solutions are required. In this study, we describe 

architec- ture for detecting students’ attention. By examining the 

student’s head pose, Eye gaze and facial expressions. 

Additionally, In this paper we have done a thorough comparison 

of current systems that are documented in the literature. 

 

IV. PROPOSED SYSTEM 
The proposed system aims to monitor and evaluate student 

attentiveness in virtual classrooms using a multi-modal approach 

that combines visual, behavioral, and contextual data. The 

system is designed to operate in real time, providing continuous 

feedback on each student's engagement level throughout the 

online learning session. 

The system architecture consists of the following key 

components: 

1. Video input Module: 

This module captures live video feeds of students during virtual 

classes. It focuses on the student’s face and upper body to extract 

meaningful visual cues such as eye gaze, head movements, facial 

expressions, and blink rate. The video is processed using a 

webcam integrated into the student’s device. 

2. Facial and Gaze Detection 

Using computer vision techniques and deep learning models like 

Convolutional Neural Networks (CNNs), this component 

identifies and analyzes facial landmarks, gaze direction, and head 

orientation. The data helps determine whether the student is 

visually focused on the screen or distracted. 

System Architecture: 

1. Data Collection Module: Captures video input from 

the webcam and interaction data from the LMS 

2. Preprocessing Module: Cleans and normalizes the data 

(e.g., filters out noise in the video, standardizes interaction logs). 

3. Feature Extraction Module: Extracts key features from 

facial expressions, eye movements, posture, and interaction 

behavior. 

4. Multimodal Fusion Module: Combines features using a 

machine learning model to compute attentiveness scores. 

5. Feedback and Notification Module: Provides real-time 

feedback to educators and students through dashboards and 

alerts. 

 

 

 

 

 

V. EXISTING SYSTEM 

 
Existing systems for student attentiveness monitoring in virtual 

classrooms are limited in scope and functionality. Most Fig. 4.1:  

 

system Architecture 
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traditional online learning platforms lack integrated mechanisms 

to measure or assess student engagement beyond basic 

interaction metrics like attendance, time spent on the platform, or 

completion of assignments. While these metrics provide some 

insight into participation, they do not accurately reflect a 

student’s real-time attentiveness during live sessions. 

Some modern systems have attempted to integrate attentiveness 

features using single-modality approaches, primarily focusing 

on visual inputs. For example, certain tools use webcam-based 

eye tracking or facial recognition to estimate whether the student 

is looking at the screen. These approaches typically rely on 

simple threshold-based models that trigger alerts when signs of 

distraction—such as frequent eye movement or looking away—

are detected. However, these systems often lack the intelligence 

to differentiate between temporary distractions and genuine 

disengagement. 

Additionally, there are learning analytics platforms that track 

user activity such as login times, video watch percentages, and 

participation in quizzes or polls. While useful for overall 

engagement analysis, these platforms do not provide real-time or 

continuous attention monitoring, and they fail to capture subtle 

behavioral and emotional cues that are essential for 

understanding true attentiveness. 

Another major limitation of existing systems is the absence of 

contextual and behavioural data integration. Many systems 

do not account for environmental factors (e.g., background noise, 

tab switching) or user behaviour (e.g., inactivity, delayed 

responses), which are crucial in accurately determining 

attentiveness in a remote setting. 

 

 

VI. METHODOLOGY 

 
The methodology for the proposed student attentiveness 

monitoring system follows a structured approach that integrates 

multiple data sources and machine learning techniques to 

accurately assess student engagement during virtual classes. The 

system is built in six key phases: 

1. Data Collection: 

 

The system collects data through student webcams and activity 

logs during virtual sessions. Visual data includes facial 

expressions, eye gaze direction, head pose, and blink rate. 

Behavioural data includes keyboard/mouse usage, response times 

to teacher prompts, and activity switching (e.g., opening new 

tabs). For experimental purposes, publicly available datasets 

such as DAiSEE (Dataset for Affective States in E-

Environments) may be used, along with custom data recorded in 

controlled virtual classroom environments. 

2. Preprocessing: 

Raw input data is cleaned and normalized. For visual data, face 

detection and landmark extraction are performed using libraries 

such as OpenCV or Dlib. Background noise and non-relevant 

frames (e.g., when the student leaves the screen) are filtered out. 

Behavioural logs are synchronized with video timestamps to 

ensure accurate correlation between actions and visual cues. 

3. Feature Extraction: 

o Visual Features: Extracted using Convolutional Neural 

Networks (CNNs) from facial regions to capture expressions, eye 

gaze, and head orientation. 

o Behavioural Features: Metrics such as response delay, 

mouse movement speed, and active window focus time are 

calculated. 

o Contextual Features: Includes environmental noise 

levels, screen brightness, and browser activity (e.g., tab 

switching). 

 

4. Modelling and Attention Classification: 

A hybrid deep learning model is developed: 

o CNNs are used to process spatial visual features. 

o Long Short-Term Memory (LSTM) networks model 

temporal changes in student behavior and engagement over time. 

The combined model outputs a continuous Attentiveness Score 

(on a scale from 0 to 100), which is categorized into three levels: 

Highly Attentive, Moderately Attentive, and Distracted. 

5. Real-Time  Analysis  and  Alert  System: The 

trained model is deployed in a live classroom setting. It 

continuously monitors student input and updates the attention 

score in real time. When a student’s score falls below a pre-set 

threshold, alerts are sent to the instructor via a dashboard. 

This allows timely intervention such as personalized prompts or 

interactive questions. 

6. Instructor Dashboard and Feedback  Loop: A 

graphical interface is provided to display student attentiveness 

trends over time. Teachers can view individual and class-wide 

statistics. Based on this feedback, they can adjust their teaching 

strategy (e.g., introducing interactive content or calling on 

specific students). Optionally, students receive private feedback 

to help them self-correct and stay focused. 

7. Future Work: 

This methodology ensures a reliable, adaptable, and practical 

system for assessing student attentiveness in real-world virtual 

learning environments. 

 

 

VII. Algorithms 

 
1. Facial Expression Recognition Algorithm 

To detect facial expressions that can indicate student 

engagement, we use deep learning-based Convolutional Neural 

Networks (CNNs), specifically a pre-trained network like VGG-

Face or ResNet, for facial recognition and expression 

classification. 

Step 1: Extract the face region from the webcam image using a 

Haar Cascade Classifier or Dlib face detector. 

Step 2: Feed the image to a CNN trained on facial expression 

datasets (e.g., FER-2013 dataset) to detect different expressions 

such as happiness, surprise, anger, or boredom. 

 

2. Eye-Tracking Algorithm 

Eye-tracking can provide insight into whether a student is 

focused on the screen or distracted. This can be achieved using 

Pupil Detection and Gaze Estimation techniques. 

Step 1: Detect the eye region from the facial image using Haar 

Cascade Classifier or Deep Learning-based Object Detection 

(e.g., YOLO for face and eye detection). 

Step 2: Calculate the fixation duration (how long the student 

looks at a specific point) and blink rate (frequency of eye blinks), 

which are important indicators of engagement. 

 

3. Posture Estimation Algorithm 

The Pose Estimation algorithm uses a model such as Open 

Pose to detect the student's body posture. This helps monitor if a 

student is maintaining a proper posture, indicating attentiveness, 

or if they are slouching, which may suggest disengagement. 

Step 1: Use a Pose Estimation Model (such as Open Pose or 

Media Pipe) to detect key body joints like the head, shoulders, 

and arms from the video feed. 

Step 2: Calculate the body angle (such as head tilt) to detect 

engagement levels based on body position 

 

4. Attention Classification Algorithm 

http://www.ijsrem.com/


          
         International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 09 Issue: 06 | June - 2025                             SJIF Rating: 8.586                                    ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM50205                                                  |        Page 4 
 

The attention classification process combines data from facial 

expression recognition, eye-tracking, and posture analysis to 

classify the student’s overall attentiveness level (e.g., Engaged, 

Moderately Engaged, Disengaged). This is typically done using 

Machine Learning (ML) or Deep Learning (DL) algorithms such 

as Random Forest (RF), Support Vector Machines (SVM), or 

Recurrent Neural Networks (RNN) like LSTMs for time-series 

data. 

Step 1: Collect the features from the facial expression, eye- 

tracking, and posture analysis modules. 

Step 2: Normalize and preprocess these features to ensure they 

are suitable for machine learning models. 

 

VIII. LIMITATIONS 

 

Although the proposed system provides an effective method for 

monitoring student attentiveness in virtual classrooms, several 

limitations need to be acknowledged: 

1. Dependence on Webcam and Internet Quality 

The accuracy of the system relies heavily on the quality of the 

webcam and stable internet connectivity. Low- resolution 

cameras, lagging video, or interrupted feeds can reduce the 

reliability of visual input and negatively impact the attention 

assessment. 

2. Limited to Visual and Behavioural Cues 

The current system primarily focuses on external indicators like 

eye gaze, head movement, and activity tracking. It may not fully 

capture internal cognitive states such as mental distraction or 

passive attention, which are not always reflected through facial 

expressions or behaviour. 

3. Privacy and Ethical Concerns 

Continuous video monitoring may raise privacy issues for 

students. Despite technical safeguards, some students or 

institutions may be uncomfortable with facial analysis and activity 

tracking, limiting system adoption. 

4. Varied Student Behaviour and Learning Styles 

Students may exhibit different behavioural patterns when 

focused. For example, some may look away while thinking or 

processing information. Such differences can lead to false 

interpretations of distraction by the system. 

5. Environmental Influences 

The system may misinterpret attentiveness due to external factors 

like lighting conditions, background noise, or other people in the 

environment. These uncontrollable elements can affect the 

accuracy of detection. 

6. Scalability and Real-Time Processing 

Processing attentiveness data for a large number of students 

simultaneously in real time requires significant computational 

resources. Without proper optimization, system performance 

may degrade with increased scale. 

 

 

IX. CONCLUSION 

 

 

In the evolving landscape of digital education, ensuring student 

attentiveness has become a critical challenge. This research 

highlights the importance of real-time monitoring systems that 

can assess student engagement levels during virtual classes. By 

leveraging technologies such as computer vision, machine 

learning, and behavioural analytics, educators can gain valuable 

insights into students' focus and participation. The proposed 

approaches not only facilitate timely intervention but also 

contribute to enhancing the overall learning experience. While 

the implementation of such systems requires careful 

consideration of privacy and ethical standards, their potential to 

bridge the gap between physical and virtual classrooms is 

significant. Continued advancements in artificial intelligence and 

data processing will further refine these systems, making them 

more accurate, adaptive, and accessible for diverse educational 

settings. 

X. FUTURE SCOPE 

 

The field of student attentiveness monitoring in virtual 

classrooms holds vast potential for future development. With 

continuous advancements in artificial intelligence, future systems 

can evolve to provide more accurate, real-time, and context-

aware feedback. Integration of multi-modal data—such as facial 

expressions, eye movement, voice tone, and even physiological 

signals— can lead to a deeper understanding of student 

behaviour and engagement. Furthermore, adaptive learning 

platforms could use attentiveness data to personalize content 

delivery, pacing, and interaction style for each student. 

Expanding this technology to support special education and 

diverse learning environments also presents a promising area for 

research. Additionally, incorporating privacy-preserving 

techniques and ensuring compliance with ethical standards will 

be essential as these systems are scaled for broader educational 

use. Overall, this domain will continue to play a crucial role in 

shaping the future of effective and inclusive online education. 
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