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1. Abstract  
 
Artificial Intelligence ( A I )  has gained traction in 
the fashion domain, particularly with Generative 
A I  technologies. Our study presents a 
unique text-to-image generator tailored for fashion, 
leveraging Generative Adversarial Networks (GANs),  
notably the StackGAN variant. This model 
translates textual fashion descriptions into visually 
appealing images, offering a stream-lined 
approach to design conception. Validation 
demonstrates its ability to produce photo-realistic 
fashion visuals, bridging the gap between concept and 
visualization. Our research con-
tributes to advancing AI-driven solutions in fashion, 
facilitating streamlined design workflows and 
encouraging creativity.     This integration of A I  
with fashion design practices has the potential to 
revolutionize the industry, offering new avenues for 
creative expression and addressing contemporary 
design challenges. 
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2. Introduction 
 
The landscape of visual media content creation has 
undergone a rapid transformation with the 
integration of artificial intelligence. When it 
comes to fashion design, traditional methods 
such as computer-aided designing or hand-drawn 
sketches demand considerable time and numerous 
iterative refinements. Crafting fashionable attire 
entails a meticulous process of precision design and 
intricate detailing, requiring not only diligence but 
also creativity and attention to de-tail. However, 
such tasks can now be automated with the assistance 
of artificial intelligence. In to-day’s context, 
Generative Adversarial Networks 

 
(GANs) have emerged as a powerful technique for 
image generation [1, 4, 19]. While training GANs 
on specific datasets poses challenges, numerous 
research studies have demonstrated their efficacy in 
image synthesis. Nonetheless, prior research 
primarily focused on generalized data rather than 
clothing imagery. In contrast, our proposal 
involves a version of StackGAN specifically trained 
on images of fashion garments. 

StackGAN were originally proposed by Han 
Zhang et al. [2]. The name is so, because 
the network consists of Sequentially stacked layers 
of generator and discriminator. The 
process consists of two stages: In Stage-I, 
primitive shapes and background colors are 
generated based on the provided text descriptions.
 The stage-I generates low 
resolution images.     Subsequently, in Stage-II, 
additional details are incorporated by conditioning 
on the text descriptions & Stage-I results 
providing detailed synthesized image through the 
network. Previously, when Ian Goodfellow first 
introduced G AN  [3], the key barrier to generating 
high-resolution im-ages was the training 
instability of G AN  [5], which can probably result in 
the non-overlapping of image distributions with 
model distributions. However, the low-resolution 
image produced in Stage-I of StackGAN has the 
better probability to align with the support of 
model distribution. As  a result, StackGAN Stage-
II can produce high-resolution photo-realistic 
images. In addition, the novel Conditioning 
Augmentation technique, introduced by Han Zhang 
et al. [2], has proven to be highly effective. This 
innovative approach has substantially improved the 
quality & diversity of images produced. 

Accordingly, with reference to [2], we aim to 
build StackGAN model with two stages, Stage-I & 
Stage-II. Stage-I produces a low-level image of 64 x  
64 pixels, whereas, Stage-II fine-tunes the image 
with multiple sequentially stacked upsam-
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F i g u r e  1: System architecture diagram 
 

pling & down sampling layers. 
In synopsis, we table our work with three 

important advancements 1) An innovative 
approach, utilizing Stacked Generative Adversarial 
Networks (GANs) to generate photorealistic im-ages 
from text descriptions, thus breaking down the 
challenge of high-resolution image synthesis and 
achieving significant progress. Utilizing StackGAN, 
images with 256x256 resolution and lifelike details 
are produced directly from text prompts. 2) 
Additionally, a novel Conditioning Augmentation 
[15] technique is introduced to stabilize conditional 
G A N  training and enhance sample diversity. 3) 
Comprehensive analyses confirm the effectiveness of 
the model design and components, offering insights 
for future conditional G AN  development. 
 
3. Related Wo r k  
 
In recent years, the fashion industry has 
embraced generative methods for image creation [6, 
7, 8], driven by advances in computer vision and 
machine learning. Leveraging techniques such as 
generative adversarial networks (GANs) and 
variational autoencoders (VAEs) ,  these methods are 
revolutionizing fashion design and retail, enabling 
personalized clothing design, virtual try-on 
experiences, and innovative approaches to advertising 
and marketing. The earlier mentioned works on 
diffusion methods, like Isolated Diffu-

sion by Jingyuan Zhu et al. [9], focus on addressing the 
issue of Concept Bleeding to improve the quality of image 
generation. Meanwhile, E D I T - VA L  proposed by 
Samyadeep Basu et al. [10]. offers an image editing 
technique with conversational features. GAN-based 
methods such as AttnGAN by Tao X u  et al. [11], 
introduce attention mechanisms to generate images 
from text descriptions, enhancing the model’s ability to 
focus on specific details and improve realism. Scott Reed 
et al. [12, 13], explore image generation based on the 
semantic context of text descriptions, resulting in 
detailed images. 

Furthermore, within the fashion community, Fashion-
AttGAN by Qing Ping et al. [14] intro-duces a novel 
approach for fashion image editing using Multi-
Objective Generative Adversarial Networks (GANs). This 
model enables precise manipulation of fashion attributes 
like color, pat-tern, and style within images. Leveraging 
attention mechanisms, Fashion-AttGAN achieves 
realistic results by focusing on relevant areas during 
attribute editing. Proposed by the same authors, InGAN 
[15] facilitates virtual try-on experiences and fashion 
editing by seamlessly integrating clothing items onto 
individuals within existing images. The model employs 
advanced techniques in GANs and conditional image 
synthesis to deliver realistic and visually appealing 
outcomes. 

  While our work shares similarities with previously 
published methods like StackGAN, we aim
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F i g u r e  2: StackGAN-v2 architecture 
 

to address domain-specific problem to the fashion 
industry. 
 

4. Stacked Generative Adversarial 
Networks  

 
StackGAN-v2 has a series of multi-scale image 
distributions. It consists of multiple generators 
(Gs ) and discriminators (Ds ) in a tree-like structure, 
where the image quality gradually increases from 
low-resolution to high-resolution from different 
branches of tree. At  each branch, generator tries 
to capture the image distribution whereas the 
discriminator estimates whether the sample image 
came from training dataset or generated by the 
generator by calculating corresponding 
probabilities of those steps. Al l  the generators are 
trained jointly so that they can approximate the 
multiple distributions, while the generators & the 
discriminators are trained in an alternative manner. 
 

4.1. Mult i-scale image distributions 
approximation 

 
StackGAN-v2 can adapt the noise vector z ∼ 
pnoise because of its tree structure. The p is 
taken as the standard normal distribution. The 
latent variable z are reshaped into hidden features 
layer by layer. The computation of hidden features 
hi for each Generator G i  is done by a non-linear 
transformation, 
 
h0 =  F0 (z);     hi =  Fi (h i−1 , z ),     i  =  1, 2, . . . , m −  1 

 

where hi represents hidden features for the ith 

branch, m is the total number of branches, and F i  
are modelled as neural networks. To  capture the 
omitted information in previous branches, the 
noise vector z is concatenated to the hidden 

features hi-1 as the inputs of F i  for calculating hi . 
Based on hidden features at different layers 
(h0, h1, . . . , hm−1 ), generators produce samples of 
small-to-large scales (s0, s1, . . . , sm−1), 

 

si =  Gi (hi ),  i  =  0, 1, . . . , m −  1 

 

where G i  is the generator for the ith branch. 
After each generator Gi ,  a discriminator Di ,  takes real 
image xi or a fake sample si as input and classify 
inputs into real or fake by minimizing the cross-
entropy loss, 
 
 

L D i  =  −E x i∼pdata i  
[log Di (x i ) ]  

−  Es i∼pGi 
[log(1 −  Di (s i ))]  

 
 

where x is from the true image distribution p

 at the ith scale, and si is from the model 
distribution p at the same scale. These 
discriminators are trained in parallel and focused 
on a single image scale. 

Guided by the trained discriminators, the 
generators are optimized to jointly approximate 
multi-scale image distributions (p , p , ..., 
pdatam−1) by minimizing the following loss func- 
 

where pdata , or the loss function for estimating the 

image distribution at the ith scale, is represented by 
L G  . The generators G i  and discriminators D i  are 

alternately optimized until convergence throughout the 
training process.
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F i g u r e  3: Dataset Archives 
 

5. Implementation Details  
 

To  generate text embeddings for the captions in 
the training data, we have used the OpenAI 
C L I P  (Contrastive Language-Image Pre-training), 
a pre-trained model which can associate an image 
with a text caption which can contain any words 
from the English language. It does this by jointly 
mapping their embedded representations in a shared 
semantic space. C L I P  consists of two main 
components: an image encoder and a text encoder. 
The image encoder is generally based on 
convolutional neural net-works (CNNs) such as 
ResNet, which processes input images to extract 
visual features. Similarly, the text encoder is often 
based on transformer architectures like B E RT ,  which 
encodes textual descriptions into embedded 
representation. C L I P  is pretrained on a large 
dataset containing diverse image-text pairs. During 
pretraining, the model learns to associate 
semantically similar image-text pairs while 
contrasting them with dissimilar pairs. After 
pretraining, C L I P  achieves a common embedding 
space where both images and text are represented 
as vectors. In this embed-ding space, images and 
text that have similar semantics are mapped close 
to each other in this space. This model was fine-
tuned on DeepFashion dataset to associate the 
images with their captions. During the inference, 
textual embed-ding vectors were extracted for each 
caption. As  a result, pairs of images were obtained 
along with their corresponding textual descriptions. 

 
StackGAN-v2 model is designed to generate 

images with resolution of 256x256. The input 
text embedding is concatenated with noise and is 
denoted by c (Conditioned variable) and is first 
transformed to a 4×4×64 Ng feature tensor. Here, 

Ng denotes the number of channels in the tensor. 
Then, this 4×4×64Ng tensor is gradually 
transformed to 64×64×4Ng , 128×128×2Ng , and 
eventually 256×256×1Ng tensors at different layers 
of the network by six up-sampling blocks. The 
intermediate 64×64×4Ng , 128×128×2Ng , and 
256×256×1Ng features are used to generate im-ages 
of corresponding scales with 3×3 convolutions. 
During this process, conditioning variable c is also 
directly fed into intermediate layers of the network 
to ensure that encoded information within it is not 
omitted. 

Al l  the discriminators D i  have down-sampling 
blocks and 3×3 convolutions to transform the in-put 
image to a 4×4×8Nd tensor. The sigmoid 
function at the end of the discriminator is used to 
generate probabilities. We set Ng =  32, Nd =  64 
and used two residual blocks between every two 
generators. A DA M  optimizer with beta1 =  0.5 and 
a learning rate of 0.0002 is used for all models. 
 

6. Dataset Details  
 
The DeepFashion, curated by the Hong Kong 
University by Ziwei L iu et al.[24] consists over 
800000 images with their respective images de-
scription in the range of 256 x  256 pixels.

http://www.ijsrem.com/
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Fashion-Gen consists of 293,008 high defination 
(1360 x  1360 pixels) fashion images paired with 
item descriptions provided by professional stylists. 
 
 
7. Results 
 
 
 
 
 
 
 
 
 
 

(a)  
 
 
 
 
 
 
 

( b )  
 
F i g u r e  4: Images generated corresponding to the 
textual input 
 
 

8. Evaluation Metrics  
 
 

Method Inception Score 
64×64 StackGAN-v2            3.26 ±  .01 

256×256 StackGAN-v2 4.04 ±  .05 
 

Tab le  1: Inception score of StackGAN-v2 
 
 

Method Inception Score 
GAN -I NT -C L S           2.88 ±  .04 

GAWWN 3.62 ±  .07 
 
Tab le  2: Inception score of models previous to 
StackGAN-v2 
 
 

9. Conclusion 
 
In this paper, we have proposed StyleSphere, a 
conversational text-to-image generator for fashion 
apparels with the help of Stacked Generative 
Adversarial Networks (StackGAN). The images 
generated are conditioned on text descriptions to 
provide fine-tuned image. 
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