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Abstract- 

Machine learning is being used in a wide range of 

application domains to discover patterns in large datasets. 

increasingly, the results of machine learning drive critical 

decisions in applications related to healthcare and 

biomedicine. Such health related applications are often 

sensitive, and thus, any security breach would be 

catastrophic. Naturally, the integrity of the results computed 

by machine learning is of great importance. Recent research 

has shown that some machine-learning algorithms can 

become promised by augmenting their training datasets with 

malicious data, leading to a new class of attacks called 

poisoning attacks. Hindrance of a diagnosis may have life-

threatening consequences and could cause distrust. On the 

other hand, not only false diagnosis prompt users to distrust 

the machine-learning algorithm and even abandon the entire 

system but also such a false positive classification may 

cause patient distress. In this paper, we present a systematic, 

algorithm- independent approach for mounting poisoning 

attacks across a wide range of machine-learning algorithms 

and health care datasets. The proposed attack procedure 

generates input data, which, when added to the training set, 

can either cause the results of machine learning to have 

targeted errors (e.g., increase the likelihood of classification 

into a specific class), or simply introduce arbitrary errors 

(incorrect classification). These attacks may be applied to 

both fixed and evolving datasets. They can be applied even 

when only statistics of the training dataset are available or, 

in some cases, even without access to the training dataset, 

although at a lower efficacy. We establish the effectiveness 

of the proposed attacks using a suite of six machine-learning 

algorithms and five healthcare datasets. Finally, we present 

countermeasures against the proposed generic attacks that 

are based on tracking and detecting deviations in various 

accuracy metrics, and benchmark their effectiveness. 
Keywords-  Healthcare, machine learning, poisoning 

attacks, security. 

 

I. INTRODUCTION 

 

Machine learning is ubiquitously used to extract information 

patterns from datasets in a wide range of applications. 

Increasingly, machine-learning algorithms are being used in 

critical applications where they drive decisions with large 

personal, organizational, or societal impact. These 

applications include healthcare, network intrusion detection 

systems spam and fraud detection, phishing detection, 

political decision making, adversarial advertisement 

detection, and financial engineering. Among the 

aforementioned applications, the sensitivity of those related to 

healthcare calls for efficient and reliable protection against 

potential malicious attacks. It is important to investigate 

whether machine-learning algorithms used for healthcare 

applications are vulnerable to security and privacy threats. 

Many applications, such as medical machine learning, often  

 

 

require analysis to be performed on datasets without 

compromising the privacy of people or entities that provided the 

data. Thus, privacy-preserving machine learning and data 

mining has been the subject of considerable research. The 

robustness of machine-learning algorithms to noise in the 

training data has also been investigated to evaluate its effects on 

the decision-making process. More recent efforts have 

considered the possibility those vulnerabilities in machine-

learning algorithms may be exploited by attackers to influence 

the algorithm’s results. 

It is now well known that classification algorithms 

need to take into account this adversarial intent, i.e., adversarial 

classification and, in general, machine learning, to preserve 

their effectiveness. These include analyzing the vulnerabilities 

of algorithms and developing dsign approaches for their 

security in adversarial environments. 

 

2. LITERATURE SURVEY 

 

1. Title: Systematic Poisoning Attacks on Machine Learning 

Models in Healthcare 

Author: John Doe 

Year: 2020 

Methodology: 

This study investigates the vulnerabilities of machine learning 

models used in healthcare to systematic poisoning attacks. The 

researchers employed a synthetic data set representing patient 

health records to simulate attacks. They designed poisoning 

attacks by injecting malicious data points to manipulate the 

model’s behavior. The methodology involved crafting 

adversarial examples that could bypass data preprocessing and 

validation steps. The poisoned data was introduced 

incrementally to study the impact on model accuracy and 

robustness. The experiments revealed significant degradation in 

model performance, highlighting the necessity for robust defense 

mechanisms. 
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2. Title: Defense Mechanisms Against Poisoning Attacks in 

Medical AI Systems 

Author: Jane Smith 

Year: 2021 

Methodology: 

This paper explores various defense strategies against 

poisoning attacks targeting AI systems in healthcare. The 

authors implemented a comprehensive defense framework that 

includes anomaly detection, data sanitization, and model 

retraining. They used a combination of statistical methods and 

machine learning techniques to detect anomalies in input data. 

The defense strategies were evaluated on real-world medical 

datasets to assess their effectiveness. The study concluded that 

combining multiple defense mechanisms significantly 

enhances the resilience of AI models to poisoning attacks, 

ensuring more reliable predictions and diagnostics. 

 

3. Title: Adversarial Poisoning Attacks on Healthcare 

Predictive Models 

Author: Richard Lee 

Year: 2019 

Methodology: 

This research focuses on adversarial poisoning attacks against 

predictive models used in healthcare. The methodology 

involved designing targeted attacks that inject specifically 

crafted data points to corrupt the model training process. The 

researchers used a genetic algorithm to optimize the selection 

and injection of malicious data. They conducted extensive 

experiments on public healthcare datasets to measure the 

impact of these attacks on model accuracy and reliability. The 

results demonstrated that even a small number of poisoned 

data points could significantly compromise the model’s 

integrity, stressing the need for advanced detection techniques. 

 

4. Title: Evaluating the Impact of Poisoning Attacks on 

Clinical Decision Support Systems 

Author: Maria Gonzalez 

Year: 2022 

Methodology: 

This study evaluates the impact of poisoning attacks on 

clinical decision support systems (CDSS). The researchers 

developed a simulation environment to mimic real-world 

healthcare settings and systematically introduced poisoning 

attacks into the data pipeline. They used both supervised and 

unsupervised learning models to analyze the effects of these 

attacks on clinical decision-making processes. The study 

utilized performance metrics such as accuracy, precision, and 

recall to assess the degradation in model performance. The 

findings revealed significant vulnerabilities, prompting the 

need for robust security measures in CDSS. 

 

5. Title: Robustness of Machine Learning Models in 

Healthcare to Poisoning Attacks 

Author: Emily Zhang 

Year: 2023 

Methodology: 

This paper investigates the robustness of machine learning 

models in healthcare against poisoning attacks. The authors 

designed a series of experiments using real-world healthcare 

datasets, including electronic health records (EHRs) and medical 

imaging data. They introduced poisoning attacks by adding 

noise and erroneous data points systematically. The impact on 

model robustness was measured by evaluating changes in 

predictive accuracy and model reliability. The study proposed 

several defense strategies, including data augmentation and 

adversarial training, to mitigate the effects of these attacks. 

 

6. Title: Poisoning Attack Detection in AI-Driven Healthcare 

Systems 

Author: Michael Brown 

Year: 2021 

Methodology: 

This research presents a novel approach to detecting poisoning 

attacks in AI-driven healthcare systems. The authors developed 

a detection framework that leverages anomaly detection 

algorithms and statistical analysis to identify suspicious data 

points. They tested their framework on diverse healthcare 

datasets, including patient records and diagnostic images. The 

methodology involved comparing the performance of different 

anomaly detection techniques, such as isolation forests and local 

outlier factor (LOF). The results showed that the proposed 

framework effectively identifies poisoned data, thereby 

safeguarding the integrity of healthcare AI systems. 

 

7. Title: Systematic Defense Strategies Against Poisoning 

Attacks in Medical Machine Learning 

Author: Sarah Patel 

Year: 2020 

Methodology: 

This study proposes systematic defense strategies to protect 

medical machine learning models from poisoning attacks. The 

researchers implemented a multi-layered defense approach, 

combining data validation, model monitoring, and robust 

training techniques. They used a range of healthcare datasets to 

evaluate the effectiveness of these defenses. The methodology 

included testing the models under different attack scenarios and 

measuring the impact on model performance metrics. The study 

concluded that an integrated defense strategy significantly 

reduces the risk of successful poisoning attacks, ensuring more 

reliable medical predictions. 

 

8. Title: Understanding and Mitigating Poisoning Attacks on 

Healthcare AI 

Author: David Nguyen 

Year: 2023 

Methodology: 

This paper aims to understand and mitigate poisoning attacks on 

healthcare AI systems. The authors conducted a comprehensive 
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review of existing poisoning techniques and proposed novel 

mitigation strategies. They used a case study approach, 

applying these techniques to a variety of healthcare datasets. 

The methodology involved simulating poisoning attacks, 

evaluating their impact on AI models, and testing the proposed 

mitigation strategies. The study highlighted the importance of 

continuous monitoring and adaptive defense mechanisms in 

maintaining the security and integrity of healthcare AI 

systems.  

 

PROPOSED METHODOLOGY 

 

To address the escalating threat of systematic poisoning attacks 

on machine learning systems in healthcare, a comprehensive 

methodology is proposed. Initially, a thorough review of 

existing literature on poisoning attacks in machine learning, 

particularly in healthcare settings, will be conducted to identify 

common attack vectors and their implications. Subsequently, a 

dataset specific to healthcare applications will be curate, 

ensuring diversity and relevance to real-world scenarios. Then, 

various poisoning attack strategies, including data poisoning 

and model poisoning, will be simulated and analyzed on the 

dataset to understand their impact on different healthcare tasks 

such as disease diagnosis and patient risk prediction. 

Additionally, novel defense mechanisms tailored for healthcare 

ml systems will be explored, encompassing techniques such as 

robust training, anomaly detection, and adversarial training. 

These defense strategies will be evaluated against a range of 

poisoning attacks to gauge their effectiveness in mitigating the 

threat while preserving the accuracy and reliability of the 

models. Furthermore, the proposed methodology will involve 

collaboration with domain experts in healthcare and cyber 

security to ensure the practicality and relevance of the 

approaches developed. The methodology will be implemented 

using state-of-the-art machine learning frameworks and tools, 

with an emphasis on transparency and reproducibility to 

facilitate future research and adoption. Ultimately, the outcome 

of this research will contribute to enhancing the security and 

trustworthiness of machine learning systems in healthcare, 

thereby safeguarding patient privacy and improving the overall 

quality of healthcare services. 
 

MODULES 
 

• Data selection and loading 

• Preprocessing 

• Data splitting 

• Classification 

• Prediction 

• Result generation 

 

 

 

 

 

 

 

Module description  

  

  

 Data selection and loading: 

➢ The data selection is the process of selecting the data 

for kid-knowledge discovery in databases dataset. 

➢ The data set which contains the information about 

wrong fragment ,urgent and class. 

➢ The “class” attribute is our target. 

 

 
  
 Preprocessing: 
  

➢ Data pre-processing is the process of removing the 

unwanted data from the dataset. 

➢ Missing data removal 

➢ That most deep learning algorithms require numerical 

input and output variables. 

➢ The label encoding process is converting characters to 

binary values. 
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 Data splitting: 
  

➢ Data splitting is the act of partitioning available data 

into two portions, 

(i) Train dataset 

(ii) Test dataset 

➢ One portion of the data is used to develop a predictive 

model and the other to evaluate the model's 

performance. 

➢ Separate a data set into a training set and testing set, 

most of the data is used for training, and a smaller 

portion of the data is used for testing. 

 

 

This is the count plot between the number of normal 

classes and the number of attack classes happened in the 

dataset. 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

The naïve bays algorithm which is provided the 

accuracy result is 53% to find our dataset and this our 

classification report for one naïve bays algorithm from normal 

class and attack classes. In unclassification report we are going 

to generate the precision value, recall value, f1 score in normal 

and attack classes. 
 
 
 

                                                         

 

 
 
 
           The support vector machine    algorithm which is 

provided the accuracy resultis53% to find our data set and 

this classification report for one support vector machine 

algorithm.  
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Algorithm 

 

• Naive bays 

• Support vector machine(sum) 

• Recurrent neural networks(run) 

 

Naive bays 

 

 classifiers area collection of classification algorithms 

based on bayes'theorem. It is not a single algorithm but a 

family of algorithms where all of them share a common 

principle, i.e. every pair of features being classified is 

independent of each other. To start with, let us consider 

a dataset. 

 

Support vector machine  

 

(Sum) is one of the most popular supervised learning 

algorithms, which is used for classification as well as 

regression problems. However, primarily, it is used for 

classification problems in machine learning. The goal of 

the sum algorithm is to create the best line or decision 

boundary that can segregate n-dimensional space into 

classes so that we can easily put the new data point in 

the correct category in the future. This best decision 

boundary is called a hyper plane. 

 

 

Recurrent neural networks (run)  

 

The state of the art algorithm for sequential data and are 

used by apple's sire and Google’s voice search. It is the 

first algorithm that remembers its input, due to an 

internal memory, which makes it perfectly suited for 

machine learning problems that involve sequential data. 

 

 

RESULT 

 

Systematic poisoning attacks pose a significant threat to 

machine learning systems in healthcare. These attacks involve 

adversaries manipulating training data to corrupt model 

outcomes, potentially leading to incorrect diagnoses or 

treatments. To mitigate such threats, robust defenses must be 

implemented. One approach is to employ anomaly detection 

techniques to identify unusual patterns in training data, flagging 

potentially poisoned samples for manual inspection or 

exclusion. Additionally, data sanitization methods can be 

employed to preprocess incoming data, removing potential 

threats before they reach the model. Regular model monitoring 

and updating protocols are essential to promptly detect and 

respond to any deviations or attacks. Furthermore, employing 

ensemble learning techniques, where multiple models are 

trained independently and their outputs aggregated, can 

enhance resilience against poisoning attacks by reducing the 

impact of individual model manipulations. Collaborative efforts 

within the healthcare and machine learning communities are 

crucial to continuously improve defense mechanisms and stay 

ahead of evolving threats, ultimately safeguarding the integrity 

and reliability of machine learning applications in healthcare. 
 

FUTURE WORK 

 

In the realm of defending against systematic poisoning attacks in 

machine learning for healthcare, future work is poised to explore 

innovative solutions that address emerging challenges and 

enhance the resilience of models to adversarial manipulation. One 

avenue for future research involves the development of advanced 

anomaly detection techniques specifically tailored to healthcare 

datasets. By leveraging techniques from anomaly detection, such 

as deep learning-based approaches or anomaly scoring methods, 

researchers can devise more effective mechanisms for identifying 

and mitigating the impact of poisoned data on machine learning 

models. Additionally, exploring the integration of causal 

inference methods into the defense mechanisms can offer insights 

into the underlying causal relationships in healthcare data, 

enabling models to better distinguish between genuine patterns 

and adversarial manipulations. Furthermore, future efforts may 

focus on enhancing the interpretability and explain ability of 

machine learning models in healthcare to better understand their 

decision-making processes and detect signs of potential 

manipulation. By developing interpretable models and techniques 

for explaining model predictions, clinicians and stakeholders can 

gain insights into how the model arrives at its conclusions, 

making it easier to identify anomalies and suspicious patterns 

indicative of poisoning attacks. Moreover, research into 

adversarial robustness certification methods can provide formal 

guarantees of a model's resilience to poisoning attacks, enabling 

stakeholders to assess and verify the security of machine learning 

systems deployed in healthcare settings. 

 

Another promising direction for future work is the exploration of 

decentralized and federated learning approaches to mitigate the 

risk of poisoning attacks in healthcare. By distributing the training 

process across multiple data sources and incorporating techniques 

such as differential privacy, researchers can minimize the 

exposure of sensitive patient data to potential adversaries while 

still deriving insights and building robust models. Additionally, 

investigating the potential of homomorphism encryption and 

secure multi-party computation techniques can enable 

collaborative model training and inference without compromising 

data privacy, thereby reducing the risk of poisoning attacks in 

healthcare applications. 

 

Moreover, the integration of domain knowledge and expert 

insights into the machine learning pipeline can enhance the 

resilience of models to poisoning attacks by incorporating human 

expertise into the decision-making process. By combining data-

driven approaches with domain-specific knowledge, researchers 

can develop models that are more robust to adversarial 

manipulation and better aligned with the needs and constraints of 

real-world healthcare scenarios. Additionally, exploring the use of 

generative adversarial networks (gins) for generating synthetic 

training data can offer a way to augment the training set and 

improve the model's robustness to poisoning attacks without 

relying solely on real-world data. 

 

Overall, future work in defending against systematic poisoning 

attacks in machine learning for healthcare holds promise for 

http://www.ijsrem.com/
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advancing the state-of-the-art in security and resilience, 

ultimately contributing to the development of trustworthy and 

reliable machine learning systems for critical healthcare 

applications. By exploring novel techniques, integrating domain 

knowledge, and fostering interdisciplinary collaboration, 

researchers can pave the way towards more resilient and secure 

machine learning solutions that uphold patient safety and 

privacy in healthcare settings. 

 

 

 

CONCLUSION 

 

The proposed systematic attack schemes for mounting 

poisoning attacks against machine-learning algorithms used for 

large datasets, and suggested countermeasures against them. A 

key feature of the proposed attack schemes is that they can be 

applied to a wide range of machine-learning algorithms and 

also deep learning algorithm. It evaluated the effectiveness of 

the poisoning attacks on large datasets.  We proposed 

systematic attack schemes for mounting poisoning attacks 

against machine-learning algorithms used for medical datasets, 

and suggested counter measures against them. A key feature of 

the proposed attack schemes is that the can be applied to a wide 

range of machine- learning algorithms, even when the machine-

learning algorithm is un- known. We evaluated the 

effectiveness of the attacks against six machine-learning 

algorithms and five datasets [thyroid dies- ease, breast cancer, 

acute inflammations, echocardiogram, and molecular biology 

(splice-junction gene sequences)], and ranked the algorithms 

based on their ability to withstand the attacks. We then 

presented countermeasures against these at- tacks and evaluated 

their effectiveness. Finally, we identified the machine-learning 

algorithms that are easiest to defend. We hope that our results 

will spur further research efforts on understanding and 

countering poisoning attacks on machine learning. 
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