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 ABSTRACT 

Our daily usage of the internet generates vast 

volumes of text, much of which is unfiltered. 

Unstructured data must typically be categorised in 

order to increase the speed at which a particular 

text is interpreted. Unstructured text data can be 

distinguished using a branch of natural language 

processing called text classification. Because 

machine learning can generate intricate prediction 

functions dynamically, it is frequently employed 

in the categorization of textual data. Similar to 

how statistical models may explain the 

relationship between two or more random 

variables, textual data is frequently classified 

using statistical models. The challenge of 

performing sentiment analysis in an e-commerce 

setting is often difficult. Neural network methods 

for machine learning Recent studies on text 

categorization using neural network-based 

applications have demonstrated promising results. 

The model still finds it difficult to think about 

regional characteristics and words that depend on 

the information in the phrase. This research 

suggested using deep learning to create more exact 

sentences that use the classification of earlier 

texts. A recurrent neural network (RNN) with the 

architecture of long short-term memory (LSTM) is 

one of the deep learning techniques employed. As 

a result of how we use the internet on a daily 

basis, huge volumes of text are created regularly, 

and the majority of this text is unfiltered. 

Unstructured data must typically be categorised in 

order to increase the speed at which a particular 

text is interpreted. Unstructured text data can be 

distinguished using a branch of natural language 

processing called text classification. Because 

machine learning can generate intricate prediction 

functions dynamically, it is frequently employed 

in the categorization of textual data. Similar to 

how statistical models may explain the 

relationship between two or more random 

variables, textual data is frequently classified 

using statistical models. The challenge of 

performing sentiment analysis in an e-commerce 

setting is often difficult. The performance of 

Naive Bayes and Decision Tree machine learning 

approaches is limited when it comes to sentiment 

analysis. A comparison of recurrent neural 

networks (RNN) is done in this paper. 

 Support Vector Machine (SVM) is used to 

categorise consumer product review data 

according to whether the remarks are favourable 

or negative. In order to attain the best results, this 
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study prefers to apply Long Short-Term Memory 

(LSTM) to improve the conventional RNN. The 

research's findings demonstrate that RNN, with an 

accuracy of 87.57.86%, outperforms state-of-the-

art SVM, which has an accuracy of 59.67%.

KEYWORD: Text classification, Recurrent 

 Neural Networks, Long Short-Term Memory.

INTRODUCTION:  

One of the key components of Natural Language 

Processing (NLP) research, text categorization has 

applications in a number of areas, including 

sentiment analysis, document classification, text 

categorization, and information retrieval. 

Traditional machine learning techniques, 

including Nave Bayes, K-Nearest Neighbour, 

Support Vector Machine, and Logistic Regression, 

have been suggested in prior text categorization 

research. Traditional machine learning algorithms 

have been successful in classifying text, but they 

have drawbacks when handling multi-label data 

and huge datasets.  It is an often-preferred method 

for classifying textual material. Text is often seen 

as a recorded or spoken piece of material in its 

raw form. Text may alternatively be characterised 

as any language that a reader can comprehend. It 

might be as basic as one or two words or as 

complicated as a rationally connected series of 

phrases. On the other hand, classification presents 

a problem in identifying the groups with which a 

new finding is connected, based on a training 

collection of data that includes specific 

observations that indicate a group member. The 

qualifying procedure in the supervised learning 

model is input into groups of similar classes in the 

unlabelled test dataset. The class group is 

carefully documented and the models are correctly 

trained for classic SVM and RNN classification 

tasks to guarantee that the data is properly 

assigned to the right class. Both linear and 

nonlinear classification may be done using support 

vector machines. Unsupervised learning refers to 

machine learning techniques that analyse text by 

grouping the text's format into distinct clusters 

without providing a labelled response or output. 

On the other hand, no training data are given to 

the machine. Two earlier methods make up the 

machine learning technique. Researchers have 

discovered a small number of unlabelled details 

that might improve accuracy, leading to the 

creation of semi-supervised learning 

methodologies. Classified data is scarce in the 

application industry, whereas unmarked datasets 

are easily accessible and inexpensive. Because 

seasoned programmers are required to identify 

unknown data patterns, labelling instances is 

particularly challenging. The algorithm for semi-

supervised learning addresses the issue and acts as 

a bridge between supervised and unsupervised 

learning. It has been argued that semi-supervised 

learning can help alleviate these issues since it 

allows a testing group to identify unknown test 

data using only a small quantity of training data. 

According to the existing literature, the research 

gap was based on two main issues: a lack of a 

sufficient dataset and a failure to apply the 

appropriate method to a text classification task, 

such as using CNN for a task where statistical 

methods like Naive Bayes, SVM, and Deep 

Learning Techniques exist. found that it is 

comparatively easier to construct categories that 

broadly describe the data included in the data 

collections they used. Despite the multi-task 

learning model described by unique approach's 

better performance when compared to MBOW, 

MV-RNN, RNTN, DCNN, and PV the 

performance still falls short of that of the unique 

LSTM model with the greatest performance.  

 AIM: Identifying the predictive algorithm of 

deep learning for text classification. 

http://www.ijsrem.com/
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OBJECT: The main objective of text 

classification using deep learning is to 

Automatically assigning predetermined categories 

or labels to a given text document or fragment of 

text is the goal of text categorization using deep 

learning. The underlying patterns and 

characteristics in text data may be learned by 

training deep learning models, especially those 

based on  

 

neural networks, allowing them to categorise text 

documents into different groups or categories. 

Text classification seeks to automate the process 

of classifying text documents by utilising deep 

learning techniques, enabling effective 

information retrieval, document organisation, 

sentiment analysis, spam filtering, and language 

identification across a variety of applications and 

sectors. 

LITERATURE REVIEW:

Using very little label data, Shan et al. Developed 

SSL for sentiment classification, trained a semi-

supervised deep neural network with a different 

configuration, and compared the results to the 

original, a supervised deep neural network trained 

with an equivalent number of labelled results. The 

training and test datasets, which were tagged, were 

divided into two portions for the research. As the 

labelled training dataset shrinks, the performance 

of the classifier dataset degrades, according to the 

research. The reduction is computed using binary 

cross-entropy, and the Adam process is employed 

for optimisation. The unmasked datasets were 

selected at random, which allowed the researchers 

to achieve the desired outcome.  

Boiy and Moens developed a machine learning 

method for sentiment analysis in multilingual 

online content. Observational studies of public 

opinion in online reviews, blogs, and group texts 

produced in French, Dutch, and English They are 

chosen from a sample of sentences and phrases 

that are carefully divided into positive, neutral, 

and negative remarks about a certain incident. For 

texts in French and Dutch, the study was able to 

reach precisions of 68% and 70%, respectively, 

and 83% for those in English. The study only 

included a few languages. 

A rapid miner was used by Chauhan to compare 

and contrast supervised machine learning 

algorithms. In this study, four supervised machine 

learning methods—Neural Network, Naive Bayes, 

Support Vector Machine, and Decision Tree—

were compared. These methods are used to 

analyse emotions based on different output 

functions. The study's findings demonstrated that 

the support vector machine outperforms the other 

three supervised machine learning algorithms in 

terms of efficiency. They came to the conclusion 

that Support Vector Machine has a high score of 

68.29% compared to Decision Tree and Naive Bay 

with 61.11% and 57.08%, respectively, based on 

the analysis of the various data for all emotion 

classification algorithms. SVM fared better, 

although its accuracy measured in percentage 

terms was poor. 

To enhance the user experience, Kumar & 

Zymbler developed a machine learning approach 

for researching tweets. Using the word embedding 

in the Glove dictionary framework and the n-

gramme approach, features were extracted from 

tweets. 

The tweets were mapped to positive and negative 

categories using SVM, ANN, and CNN 

classification models. Support vector machines 

and artificial neural network variations have been 

shown to perform worse than convolutional neural 

networks. After 2700 iterations on the validation 

range, it had an accuracy of 87.3%, which is 

respectable compared to the artificial neural 

network model's accuracy of 69.16%. It is also 

obvious that CNN is able to process text data more 

precisely and is more effective than the AN

http://www.ijsrem.com/
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METHODS:

AG News is a four-category subject classification 

system for online news stories that includes names 

and descriptions. 

 

classes: business, sports, entertainment, and world. 

The dataset is already divided into the train 

(120000 text examples) and test (7600 text 

examples) sets. 

Overview of Research Method 

Our dataset is first loaded into the development 

environment in this study, after which it undergoes 

a cleaning procedure. The data is divided into 

training and testing categories. Each classifier has 

been designed and its performance metrics have 

been assessed. 

Long Short-Term Memory 

 One of the RNN designs, long-short-term 

memory (LSTM), has gained popularity among 

NLP researchers for its superior capacity to model 

and learn from sequential input. Models In several 

areas, including language modelling, tagging 

issues, and sequence-to-sequence predictions, 

LSTM has demonstrated exceptional results. The 

goal of LSTM is to address the RNN issue known 

as gradient disappearing and exploding. Recurrent 

neural networks' hidden vectors are swapped out 

for memory blocks with gates in LSTM. The input 

gate, forget gate, and output gate are the three 

levels that the LSTM gates execute. 

          FIG: Workflow Diagram 

 

 

 

Performance Metrics 

Similar assessment criteria may be used to FIG: 

Workflow Diagram of LSTM Model 

assess the effectiveness of deep learning- 

based text categorization models on a business 

dataset. However, there are a few other measures 

that can offer precise insights into the model's 

performance in the context of a business dataset. 

http://www.ijsrem.com/
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These pertinent assessment metrics are listed 

below: 

Precision, recall, and F1 Score per Class: Text 

classification tasks frequently involve several 

classes or categories in commercial datasets. It's 

critical to assess each class's accuracy, recall, and 

F1 score separately. This enables you to 

comprehend the model's performance in particular 

categories and spot potential development areas. 

Accuracy per Class: In addition to measuring 

overall accuracy, determining accuracy per class 

may be used to evaluate how well the model 

works for each distinct business category. It assists 

in finding possible biases or imbalances in the 

forecasts made for the various classes. 

The precision-recall curve is equally important in 

business datasets, even if the AUC-ROC curve is a 

typical assessment measure. It aids in the analysis 

of the trade-off between recall and accuracy at 

different probability thresholds. This is especially 

helpful when the business activity places a higher 

value on recall or precision than     accuracy. 

RECURRENT NEURAL 

NETWORK: The gradient disappearing and 

exploding during training affects classic RNNs. 

RNN is a category of deep learning since it 

processes data. Without defining characteristics, 

automatically. In the course of learning, RNN does 

not simply ignore prior knowledge. This sets RNN 

apart from conventional artificial neural networks. 

A  

component of the neural network used to analyse 

sequential data is the RNN. Due to looping, which 

is a feature of RNN design, information from the 

past may be automatically kept. RNN can process 

the                          FIG: Workflow Diagram of 

RNN. 

input sequence using its internal states (memory). 

It equips RNN with the ability to do NLP, speech 

recognition, and handwriting recognition tasks. 

 

DATA SET: AG News is a four-category 

subject classification system for online news 

stories that includes names and descriptions. 

 

classes: business, sports, entertainment, and world. 

The dataset is already divided into the train 

(120000 text examples) and test (7600 text 

examples) sets. 

 

 

FIG: Research Methodology. 

CONFUSION MATRIX: 

• These are the evaluation measures to evaluate 

the performance of the model. 

http://www.ijsrem.com/
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• Dark blue boxes are the correct prediction with 

trained model and skyblue boxes shows the 

wrong predictions.  

Y-axis: Ture Label 

X-axis: Predicted Label 

RESULTS: 

 

Performance 

Metrics 

Results (%) 

Accuracy 76.57 

Precision 87.78 

F1 Score 81.75 
Table: Performance evaluation measures of SVM.  

FIG: Performance evaluation           measures of 

RNN. 

CONCLUSION: 

According to the experiments described above, the 

proposed RNN-LSTM with sequential models has 

been successful in classifying the text. The 

greatest accuracy, recall, and f1-score scores on 

the Adam optimizer are 97 after training 4 models 

of 1-Layer LSTM with various hyper-parameters. 

whereas 96.53% is the greatest accuracy. In this 

investigation, a comparison of recurrent 

For customer review on text categorization, neural 

networks, and support vector machines a 

benchmark dataset for online shopping. On the 

same dataset, the support vector machine 

technique and the recurrent neural network were 

both implemented. F-score, accuracy, specificity, 

sensitivity, false positive rate, false negative rate, 

and precision were used to obtain the outcome. 

Using customer reviews, RNN will help  

businesses understand what customers         think 

of a product and influence others'    purchasing 

decisions. Additionally, it        should be 

highlighted that the two     algorithms developed 

in this study outperformed the already available 

methods by a wide margin. 
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